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#### Abstract

A ring is called left quasi-duo (left QD) if every maximal left ideal is a right ideal, and it is called I-finite if it contains no infinite orthogonal set of idempotents. It is shown that a ring is I-finite and left QD if and only if it is a generalized upper-triangular matrix ring with all diagonal rings being division rings except the lower one, which is either a division ring or it is I-finite, left QD and left 'soclin' (left QDS). Here a ring is called left soclin if each simple left ideal is nilpotent. The left QDS rings are shown to be finite direct products of indecomposable left QDS rings, in each of which $1=f_{1}+\cdots+f_{m}$ where the $f_{i}$ are orthogonal primitive idempotents, with $f_{k} \approx f_{l}$ for all $k, l$, and $\approx$ is the block equivalence on $\left\{f_{1}, \ldots, f_{m}\right\}$.

A ring is shown to be left soclin if and only if every maximal left ideal is left essential, if and only if the left socle is contained in the left singular ideal. These left soclin rings are proved to be a Morita invariant class; and if a ring is semilocal and non-semisimple, then it is left soclin if and only if the Jacobson radical is essential as a left ideal.

Left quasi-duo elements are defined for any ring and shown to constitute a subring containing the centre and the Jacobson radical of the ring. The 'width' of any left QD ring is defined and applied to characterize the semilocal left QD rings, and to clarify the semiperfect case.
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## 1. Introduction

Throughout this paper every ring $R$ is associative with nonzero unity, all modules are unitary, and module morphisms are written opposite the scalars. We write $J(R)$, $C(R), U(R)$ and $I(R)$, respectively, for the Jacobson radical, the centre, the unit group and the set of idempotents of $R$; we write $S_{l}(R)$ and $S_{r}(R)$ for the left and right socles of $R$; and we write $Z_{l}(R)$ and $Z_{r}(R)$ for the left and right singular ideals of $R$. We shall abbreviate these as $J, S_{l}, S_{r}, Z_{l}$ and $Z_{r}$, respectively, when no
confusion results. The ring of $n \times n$ matrices over $R$ will be denoted by $M_{n}(R)$, and we denote the integers by $\mathbb{Z}$ and write $\mathbb{Z}_{n}$ for the integers modulo $n$. Annihilators are written $1(X)$ and $\mathrm{r}(X)$, and $A \triangleleft R$ signifies that $A$ is a two-sided ideal of $R$. If $N \subseteq M$ are modules we write $N \subseteq \subseteq^{\max } M, N \subseteq{ }^{e s s} M$, and $N \subseteq{ }^{\oplus} M$, respectively, to mean that $N$ is a maximal (essential, direct summand) submodule of $M$. For phrases $p$ and $q, p=: q$ means ' $q$ is defined to be $p$ '. For a left ring-theoretic condition $\mathfrak{c}$, a ring is called a $\mathfrak{c}$-ring if it is both a left and right $\mathfrak{c}$-ring.

A ring $R$ is left duo [7] if every left ideal is an ideal. Our interest is in:

Definition 1.1. A ring $R$ is called left quasi-duo (left QD) if every maximal left ideal is an ideal.

These rings were introduced (and named) in 1995 by Yu [23] and then studied for the next 10 years, notably in [9], [11], [12], and [14]. But the idea (not the name) had also arisen in papers by Burgess and Stephenson [3] in 1979 and (independently) by Nicholson [17] in 1997. Commutative, local, and left duo rings are all left QD, but the converse is not true: If a ring $D$ is division, $\left[\begin{array}{ll}D & D \\ 0 & D\end{array}\right]$ is left QD with none of these properties.
Section 1. Call an ideal $A \triangleleft R$ left-max if $A$ is maximal in ${ }_{R} R$, and call a simple module ${ }_{R} K$ ideal-simple if $l(k)=1(K)$ for all $0 \neq k \in K$. These notions lead to quick proofs of many left QD properties, making the paper virtually selfcontained. For example, $M_{n}(S)$ is never left QD. A ring is called I-finite ${ }^{1}$ if it contains no infinite set of orthogonal idempotents, and the I-finite, semiprime, left QD rings are described. The left-max ideals in a split-null extension $\left[\begin{array}{cc}R & V \\ 0 & S\end{array}\right]$ are identified, a result that is used frequently. Using the remarkable Lam-Dugas characterization of left QD rings [14, Theorem 3.2], left QD elements are defined in any ring $R$ and shown to comprise a subring $Q(R)$ of $R$ containing $C(R)$ and $J(R)$. When $R=M_{2}(D), D$ division, the ring $Q(R)$ is described.

Section 2. The width of a left QD ring is defined, used to classify the semilocal left QD rings, determine the left-max ideals in a semiperfect ring $R$, and prove the first main theorem of the paper:
Triangular Theorem. (Theorem 3.27) A ring $R$ is left $Q D$ and I-finite if and only if $R$ is an $n \times n$ generalized upper triangular matrix ring where the diagonal rings are all division except for the lower right one, which is I-finite, left $Q D$ and left 'soclin'.

[^0]Here we call a ring left soclin if every simple left ideal is contained in the Jacobson radical. This focuses attention on characterizing the I-finite, left QD, left soclin rings (left QDS rings).
Section 3. The left soclin rings are characterized in several ways, and proved to constitute a Morita invariant class. No nonzero left soclin ring is semisimple; and it is shown that a semilocal, non-semisimple ring is left soclin if and only if the Jacobson radical is essential as a left ideal. An example is given of a left soclin ring that is not right soclin.
Section 4. An I-finite, indecomposable, left QDS ring $B$ is called a left brick if $B$ contains a set $F=\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$ of orthogonal, primitive idempotents where $\sum_{i=1}^{m} f_{i}=1_{B}$ and $f_{i} \approx f_{j}$ for all $i, j$, where $\approx$ is the block equivalence for $B$ induced by $F$. Furthermore, each corner $f_{i} B f_{i}$ of $B$ is a left QD ring that is either a division ring or left soclin (not both), and in which the only idempotents are 0 and $f_{i}$.

All left QDS rings are I-finite so we can use the block decomposition theorem [1, Theorem 7.9] to refine the triangular theorem (Theorem 3.27) into the second main theorem of the paper:

Structure Theorem. (Theorem 5.15) A ring $R$ is I-finite and left QD if and only if the diagonal corners are all division except the lower right one, which is $B_{1} \times B_{2} \times \cdots \times B_{m}$ where each $B_{k}$ is a left brick.

## 2. Left quasi-duo rings

We begin with some new approaches to left quasi-duo rings, yielding new results and quick proofs of the basic properties we need.

Definition 2.1. An additive subgroup $A$ of a ring $R$ is called left-max in $R$ if $A \triangleleft R$ is an ideal and $A$ is maximal as a left ideal of $R$.

Thus, $R$ is left QD if and only if every maximal left ideal of $R$ is left-max. A $\operatorname{ring} R$ is local if and only if $J$ is left-max (or right-max) in $R$.

Proposition 2.2. Let $R$ be a ring and let $B \triangleleft R$. Then:
(a) If $R$ is left $Q D$ then $R / B$ is also left $Q D$.
(b) $R$ is left $Q D$ if and only if $R / J$ is left $Q D$.
(c) If $B \subseteq J:$ (i) $A$ is left-max in $R \quad \Leftrightarrow \quad A / B$ is left-max in $R / B$.
(ii) $R$ is left $Q D$ if and only if $R / B$ is left $Q D$.

Proof. If $B \subseteq A \subseteq R$ then $A$ is an ideal (respectively a maximal left ideal) of $R$ if and only if $A / B$ has the same relationship to $R / B$. Since $J \subseteq A$ for any left-max ideal $A$ of $R$, Proposition 2.2 follows.

Lemma 2.3. Left-max Lemma Let $A \triangleleft R$ be an ideal in a ring $R$. Then:

$$
A \text { is left-max in } R \quad \Leftrightarrow \quad R / A \text { is a division ring. }
$$

Proof. Let $A \triangleleft R$ be left-max. Suppose $X \neq 0$ is a left ideal of $R / A$, say $X=L / A$ where $L$ is a left ideal of $R$. As $A \subseteq{ }^{\max }{ }_{R} R$ it follows that $L=R$. Hence $X=R / A$, so $R / A$ is a division ring.

Conversely, suppose $R / A$ is a division ring, so ${ }_{R / A}(R / A)$ is simple. The $R$ - and $R / A$-actions on ${ }_{R}(R / A)$ agree:

$$
r \cdot(x+A)=r x+A=(r+A) \cdot(x+A)
$$

It follows that ${ }_{R}(R / A)$ is simple, so $A \subseteq{ }^{\max }{ }_{R} R$.

If $\left\{A_{i} \mid i \in I\right\}$ are ideals in a ring $R$ such that $\cap_{i \in I} A_{i}=0$, we say that $R$ is a subdirect product of its images $R / A_{i}$. A ring $R$ is said to be reduced if it has no nonzero nilpotent elements.

Proposition 2.4. Let $R$ be a left $Q D$ ring. Then:
(a) [9, Corollary 2] $R / J$ is a subdirect product of division rings.
(b) [23, Lemma 2.3] $R / J$ is reduced, so all nilpotents of $R$ are in $J$.

Proof. (a) Let $\left\{A_{i} \mid i \in I\right\}$ be the left-max ideals of $R$, so each $A_{i} \triangleleft R$ and $R / A_{i}$ is division by Lemma 2.3. The map $R \rightarrow \Pi_{i} R / A_{i}$ given by $r \mapsto<r+A_{i}>$ is a ring morphism with kernel $J$. Thus $R / J$ is a subdirect product of its images $R / A_{i}$. This proves (a).
(b) As $R / J$ is reduced by (a), the rest is clear.

A ring $R$ is semiprime if it has no nonzero nilpotent ideals.

Proposition 2.5. If a ring $R \neq 0$ is left $Q D$, I-finite and semiprime, then

$$
R \cong D_{n} \times \cdots \times D_{1} \times S \quad \text { for some } n \geq 1
$$

where each $D_{i}$ is a division ring, and either $S=0$ or $S$ is left $Q D$, semiprime and satisfies $\mathrm{r}(A) \subseteq A$ for every left-max ideal $A$ of $S$.

Proof. Let $A$ be left-max in $R$. As $(A \cap r(A))^{2} \subseteq A r(A)=0$, we have $A \cap r(A)=0$. If $\mathrm{r}(A) \nsubseteq A$ we have $R=\mathrm{r}(A) \oplus A \cong D_{1} \times R_{1}$ where $D_{1}=\mathrm{r}(A) \cong R / A$ is division by Lemma 2.3, and $R_{1} \cong A$ is left QD and semiprime. Now suppose that $R_{1} \neq 0$ and $A_{2}$ is left-max in $R_{1}$ with $r\left(A_{2}\right) \nsubseteq A_{2}$. Then we obtain $R \cong D_{1} \times D_{2} \times R_{2}$ where $D_{2}$ is division and $R_{2}$ is left QD and semiprime. As $R$ is I-finite this process cannot continue, and the Proposition follows.

Lemma 2.6. The following are equivalent for a module $R m \neq 0$ :
(1) $1(m) \triangleleft R$. (2) $r m=0, r \in R \Rightarrow r R m=0 . \quad$ (3) $1(m)=1(R m)$.

In this case $R / 1(m) \cong \operatorname{end}(R m)$ as rings.
Proof. The proofs of $(1) \Rightarrow(2) \Rightarrow(3) \Rightarrow(1)$ are omitted. For $a \in R$ define

$$
\alpha_{a}: R m \rightarrow R m \quad \text { by } \quad(r m) \alpha_{a}=r a m \text { for all } r \in R .
$$

Then $\alpha_{a}$ is well defined by (2), and $\alpha_{a}$ is $R$-linear. With this, define

$$
\theta: R \rightarrow \operatorname{end}(R m) \quad \text { by } \quad \theta(a)=\alpha_{a} \text { for all } a \in R
$$

Then $\theta$ is a ring morphism, and $\operatorname{ker}(\theta)=1(m)$ by (3). Finally, $\theta$ is onto. In fact, if $\alpha \in \operatorname{end}(R m)$, and $m \alpha=a m, a \in R$, then $\alpha=\alpha_{a}$ because both maps are $R$-linear and $m \alpha_{a}=a m=m \alpha{ }^{2}$

Proposition 2.7. [9, Proposition 1] For a ring $R$, the following are equivalent:
(1) $R$ is left $Q D$.
(2) Every left primitive factor ring $R / P$ is division.

So if $R$ is left $Q D: R$ is left primitive $\Leftrightarrow R$ is simple $\Leftrightarrow R$ is division.
Proof. (1) $\Rightarrow(2)$ Write $S=R / P$. As $S$ is a left primitive ring, let $S m$ be a simple, faithful left $S$-module. Hence $1_{S}(m) \triangleleft S$ because $S$ is left QD by (1) and Proposition 2.2. But $l_{S}(m)=l_{S}(S m)$ by Lemma 2.6 , so $l_{S}(m)=0$ because $S m$ is faithful. Hence $S \cong S / l_{S}(m) \cong S m$, and it follows that $S$ is division. This proves (2).
$(2) \Rightarrow(1)$ If $M \subseteq{ }^{\max }{ }_{R} R$, write $P=1(R / M)=\{b \in R \mid b R \subseteq M\}$, a left primitive ideal of $R$. Hence $R / P$ is division by (2), so ${ }_{R} P \subseteq{ }^{\max }{ }_{R} R$. But $P \subseteq M$ and so $M=P \triangleleft R$, proving (1).

The last statement means showing any left QD, left primitive ring is division. But this follows by the proof of $(1) \Rightarrow(2)$ with $P=0$.

Example 2.8. If $F$ is a field define the Weyl algebra $W(F)=F[x, y]$, where $x$ and $y$ are indeterminants over $F$ and $x y-y x=1$. Then $W(F)$ is a simple, noetherian domain [15, Page 19]. But $W(F)$ is neither left nor right QD by Proposition 2.7 because it is not a division ring.

If $R$ and $S$ are rings and ${ }_{R} V_{S}$ is a bimodule, write $\Lambda=\left[\begin{array}{cc}R & V \\ 0 & S\end{array}\right]$, a ring with matrix operations, called the split-null extension of $R \times S$ over $V$. If $U \in M_{2}(\mathbb{Z})$ is invertible then $\operatorname{det} U= \pm 1$ so $U^{-1} \Lambda U$ is defined and the map $\Lambda \mapsto U^{-1} \Lambda U$ is a
$2 \quad$ Via $(a m)(b m)=a b m, R m$ becomes a ring isomorphic to end $(R m)$.
ring isomorphism. We call $\Lambda \mapsto U^{-1} \Lambda U$ a virtual isomorphism, and say $U^{-1} \Lambda U$ a virtual copy of $\Lambda$. Taking $U=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ then $U^{-1}=U$ so

$$
\left[\begin{array}{cc}
R & V \\
0 & S
\end{array}\right]=\Lambda \cong U \Lambda U=\left[\begin{array}{ll}
S & 0 \\
V & R
\end{array}\right]
$$

By Proposition $2.2, R \times S$ is left QD if and only if $R$ and $S$ are left QD. This extends to the following result which plays a basic role later.

Proposition 2.9. Let $\Lambda=\left[\begin{array}{cc}R & V \\ 0 & S\end{array}\right]$ be split-null. Then:
(a) [11, Proposition 10]. $\Lambda$ is left $Q D \Leftrightarrow R$ and $S$ are left $Q D$.
(b) $J(\Lambda)=\left[\begin{array}{cc}J(R) & V \\ 0 & J(S)\end{array}\right]$ and $\Lambda / J(\Lambda) \cong R / J(R) \times S / J(S)$.
(c) If $R$ is left $Q D$, the left-max ideals of $\Lambda$ are $M_{A}=\left[\begin{array}{cc}A & V \\ 0 & S\end{array}\right]$ or $M_{B}=\left[\begin{array}{cc}R & V \\ 0 & B\end{array}\right]$ where $A$ and $B$ are left-max in $R$ and $S$ respectively. Also, $\Lambda / M_{A} \cong R / A$ and $\Lambda / M_{B} \cong S / B$ as rings.

Proof. (a) and (b) The mapping $\left[\begin{array}{ll}r & v \\ 0 & s\end{array}\right] \mapsto(r+J(R), s+J(S))$ is an onto ring morphism $\Lambda \rightarrow R / J(R) \times S / J(S)$ which has kernel $\left[\begin{array}{cc}J(R) & V \\ 0 & J(S)\end{array}\right]=J(\Lambda)$. This gives (b), then (a) using Proposition 2.2.
(c) Let $X$ be left-max in $\Lambda$. As $X \triangleleft \Lambda$, using a (virtual) copy of Goodearl [8, Proposition 4.1(c)] there exist $A \triangleleft R, B \triangleleft S$ and a sub-bimodule ${ }_{R} P_{S} \subseteq{ }_{R} V_{S}$ such that $X=\left[\begin{array}{cc}A & W \\ 0 & B\end{array}\right]$ and $A V+V B \subseteq W$. This latter condition implies that if either $A=R$ or $B=S$ then $W=V$. But $X$ is a maximal left ideal of $\Lambda$, so either $A \neq R$ and $B=S$, or $B \neq S$ and $A=R$. It follows that there are two cases:

$$
\text { (i) } X=\left[\begin{array}{cc}
A & V \\
0 & S
\end{array}\right] \quad \text { or } \quad \text { (ii) } X=\left[\begin{array}{cc}
R & V \\
0 & B
\end{array}\right] \text {. }
$$

In Case (i) $R / A \cong \Lambda / X$ is division by Lemma 2.3, so $A$ is left-max in $R$ (again by Lemma 2.3). Hence, $X=M_{A}$ in the notation of (c). Similarly, in Case (ii) $X=M_{B}$. This proves (c).

However, 'Left QD' is not a Morita invariant. To see why requires the next lemma (we omit the proof).

Lemma 2.10. If $n \geq 1$ and $R$ is a ring, denote $M_{n}(R)=\Lambda$, and regard $R^{n}$ as rows. If ${ }_{R} M$ is any left module, let $\mathcal{L}(M)$ denote the lattice of submodules of $M$. Define maps $\Phi$ and $\Theta$ as follows:

$$
\begin{aligned}
& \Phi: \mathcal{L}\left({ }_{\Lambda} \Lambda\right) \rightarrow \mathcal{L}\left({ }_{R} R^{n}\right) \quad \text { by } \quad \Phi(L)=\left\{X \in R^{n} \left\lvert\,\left[\begin{array}{c}
X \\
0 \\
\vdots \\
0
\end{array}\right] \in L\right.\right\} \\
& \quad \text { for all left ideals } L \subseteq \Lambda
\end{aligned}
$$

$\Theta: \mathcal{L}\left({ }_{R} R^{n}\right) \rightarrow \mathcal{L}\left({ }_{\Lambda} \Lambda\right) \quad$ by $\quad \Theta(X)=\left[\begin{array}{c}X \\ X \\ \vdots \\ X\end{array}\right]$
for all submodules $X \subseteq R^{n} .^{3}$
Then $\Phi$ and $\Theta$ are mutually inverse, lattice isomorphisms.
Theorem 2.11. No matrix ring $M_{n}(R)$ is left $Q D$ if $n \geq 2$. So 'left $Q D$ ' is not a Morita invariant.

Proof. If $M \subseteq \subseteq^{\max }{ }_{R} R$ let $\bar{M}$ denote the set of $n \times n$ matrices with every entry in column 1 from $M$, and the other columns arbitrary. Then $\bar{M}$ is a maximal left ideal of $M_{n}(R)$ by Lemma 2.10, but it is not a right ideal because $n \geq 2$.

A ring $R$ is called semilocal if $R / J$ is a semisimple ring. Assume that $R / J \cong$ $\Pi_{i=1}^{n} M_{n_{i}}\left(D_{i}\right)$ where $D_{i}$ is a division ring for each $i$. If $R$ is left QD , then each $M_{n_{i}}\left(D_{i}\right)$ is left QD by Proposition 2.2, so each $n_{i}=1$ by Theorem 2.11 and we have $R / J \cong \Pi_{i=1}^{n} D_{i}$. This proves $(1) \Rightarrow(2)$ in the following proposition, and (2) $\Rightarrow(1)$ is clear by Proposition 2.2.

Proposition 2.12. [14, Corollary 4.8(1)] If $R$ is a ring then the following are equivalent:
(1) $R$ is semilocal and left $Q D$.
(2) $R / J$ is a finite direct product of division rings.

We have a more general version of this result in Theorem 3.8 below.
Theorem 2.11 shows that 'left QD' is not a Morita invariant, but we do have the following result from [9]. Because this will be used repeatedly below, we include a shorter (and simpler) proof.

Theorem 2.13. [9, Theorem 3] If $R$ is left $Q D$ so also is eRe for any $e^{2}=e \in R$.
Proof. Write $S=e R e$ and let $X \subseteq{ }^{\max }{ }_{S} S$. Then $R X \subseteq R e$, and $R X \neq R e$ because $R X=R e$ implies that

$$
S=e R e=e(R X)=e R(e X)=S X=X, \text { a contradiction. }
$$

3 In words: $\Phi(L)$ is the set of rows of matrices in $L$, and $\Theta(X)$ is the set of matrices with rows from $X$.

Hence, by Zorn's lemma, choose ${ }_{R} M$ such that $R X \subseteq M \subseteq \subseteq^{\max } R e$. But then $X=S X=e R e X=e R X \subseteq e M \subset S$ as $e \notin M$. Thus $X=e M$ because $e M$ is a left ideal of $S$. Now write $\bar{M}=M \oplus R(1-e)$, and observe

$$
\frac{R}{\bar{M}}=\frac{R e \oplus R(1-e)}{M \oplus R(1-e)} \cong \frac{R e}{M}
$$

Hence $\bar{M} \subseteq{ }^{\max }{ }_{R} R$, so $\bar{M} \triangleleft R$ by hypothesis. Since $\bar{M} e=M e$, we have $\bar{M} S=M S$, and so obtain

$$
X S=(e M) S=e M S e=e(\bar{M} S) e \subseteq e \bar{M} e=e M e=M e=X
$$

This shows that $X$ is a right ideal of $S$, as required.

A ring $R$ is called directly finite ${ }^{4}$ (DF) if the following equivalent conditions are satisfied:

$$
\text { (1) } a b=1 \Rightarrow b a=1 \text {. (2) } a R=R \Rightarrow R a=R . \text { (3) } R a=R \Rightarrow a R=R
$$

The following result seems to have been first mentioned in [14].
Lemma 2.14. Every left $Q D$ ring is directly finite. The converse fails.

Proof. If $a R=R$ and $R a \neq R$ let $R a \subseteq A$ where $A \subseteq{ }^{\max }{ }_{R} R$. Then $A \triangleleft R$, so $R=R^{2}=R(a R) \subseteq A$, a contradiction. For the converse, if $F$ is a field the ring $M_{2}(F)$ is DF but it is not left QD by Theorem 2.11. ${ }^{5}$

A ring $R$ is left morphic, [18], if $R / R a \cong 1(a)$ for all $a \in R$. Examples: local rings and [18, Example 4] unit-regular rings (that is if $a \in R$ then $a=a u a$ with $u \in U(R))$.

Proposition 2.15. The following are equivalent for a ring $R$ :
(1) $R$ is left morphic, left $Q D$, and semiperfect.
(2) $R$ is a finite direct product of local rings.

Proof. $(1) \Rightarrow(2)$ By [18, Theorem 29], $R \cong \prod_{i=1}^{k} M_{n_{i}}\left(R_{i}\right)$ where each $M_{n_{i}}\left(R_{i}\right)$ is left morphic and $R_{i} \cong e_{i} R e_{i}$ for some local $e_{i}^{2}=e_{i} \in R$ (that is $e_{i} R e_{i}$ is a local ring). But $R$ is left QD by (1), so each $n_{i}=1$ and consequently $R \cong \prod_{i=1}^{k} R_{i} \cong \prod_{i=1}^{k} e_{i} R e_{i}$. This proves (2).
$(2) \Rightarrow(1)$ Left morphic rings are closed under direct products.

[^1]A ring is abelian ${ }^{6}$ if all idempotents are central. For left QD rings, the main result here involves the exchange rings. Crawley and Jónsson [5] defined the exchange property for modules. Warfield [22] showed that ${ }_{R} R$ has the exchange propery if and only if the same is true of $R_{R}$, and called $R$ an exchange ring in this case. In 1979, we had the following result:

Theorem 2.16. Burgess and Stephenson [3] Every abelian exchange ring is left $Q D$.

Note added in Proof: The proof of Theorem 2.16 uses sheaf-theoretical techniques. A short direct proof using [16] was accepted by the Canadian Mathematical Bulletin on August 6, 2018.
Note: $\mathbb{Z}$ is abelian and QD, but not exchange; and $\left[\begin{array}{cc}\mathbb{Z}_{2} & \mathbb{Z}_{2} \\ 0 & \mathbb{Z}_{2}\end{array}\right]$ is exchange and QD but not abelian.

A ring $R$ is called clean if each $a \in R$ has the form $a=e+u$ where $e^{2}=e$ and $u \in U(R)$. By [16, Proposition 1.8] every clean ring $R$ is exchange; conversely if $R$ is abelian. (See [23, Theorem 4.2].)

Proposition 2.17. (1) Every clean ring is exchange.
(2) If $R$ is exchange and left $Q D$ then $R$ is clean.

Proof. (1) is [16, Proposition 1.8]. As to (2), let $R$ be exchange and left QD. Then $R / J$ is also exchange by [16, Proposition 1.5] and left QD by Proposition 2.2(b). But then $R / J$ is reduced by Proposition $2.4(\mathrm{~b})$, and so is abelian. Hence $R / J$ is clean again by [16, Proposition 1.8].

For another characterization of the left QD rings, a module ${ }_{R} M$ is called very semisimple (VSS) [17] if $R m$ is simple for all $0 \neq m \in M$. These modules are all homogeneous and semisimple, and it is proved that a ring is left QD if and only if every homogeneous, semisimple left module is VSS. We give a much shorter proof.

Lemma 2.18. [17, Lemma 1] If ${ }_{R} M$ is semisimple, then the following are equivalent:
(1) $M$ is very semisimple.
(2) If $R m_{1}$ and $R m_{2}$ are simple, $m_{1}, m_{2} \in M$, and $m_{1}+m_{2} \neq 0$, then $R\left(m_{1}+m_{2}\right)$ is simple.

[^2]Proof. $(1) \Rightarrow(2)$ is clear. Given (2) and $0 \neq m \in M$, let $m \in \oplus_{i=1}^{k} R x_{i}$. each $R x_{i}$ simple. Write $m=m_{1}+m_{2}+\cdots+m_{k}$ where $m_{j} \in R x_{j}$ for each $j$. We may assume that each $m_{j} \neq 0$, so $R m_{j}=R x_{j}$ is simple. If $k=1$ then $R m_{1}=R x_{1}$ is simple. If $k=2$ then, as $R m_{1} \oplus R m_{2}$ is direct, $m_{1}+m_{2} \neq 0$ so $R m=R\left(m_{1}+m_{2}\right)$ is simple by (2).

If $k=3$ then $R m=R\left(\left(m_{1}+m_{2}\right)+m_{3}\right)$ is simple in the same way because $\left(m_{1}+m_{2}\right)+m_{3} \neq 0$. Continuing in this way proves (1).

Lemma 2.19. [17, Proposition] Every VSS module is homogeneous. ${ }^{7}$
Proof. Assume ${ }_{R} M$ is VSS. If $R m_{1}$ and $R m_{2}$ are simple, $m_{1}, m_{2} \in M$, we show that $R m_{1} \cong R m_{2}$. We may assume $R m_{1} \neq R m_{2}$, so $R m_{1} \oplus R m_{2}$ is direct. Hence $m_{1}+m_{2} \neq 0$, so $R\left(m_{1}+m_{2}\right)$ is simple by Lemma 2.18.

Let $\pi_{i}: R m_{1} \oplus R m_{2} \rightarrow R m_{i}$ be the projection, $i=1,2$. Then write

$$
\alpha_{i}: R\left(m_{1}+m_{2}\right) \rightarrow R m_{i} \text { for the restriction of } \pi_{i}
$$

Then $m_{i} \alpha_{i}=m_{i}$ for each $i$, so each $\alpha_{i}$ is an isomorphism by Schur's lemma.
Hence $R m_{1} \cong R\left(m_{1}+m_{2}\right) \cong R m_{2}$.
The following well known lemma will be needed below.
Lemma 2.20. Let $A, B \triangleleft R$ where ${ }_{R}(R / A) \cong{ }_{R}(R / B)$. Then $A=B$.
Theorem 2.21. The following are equivalent for a ring $R$ :
(1) $R$ is left $Q D$.
(2) Every homogeneous, semisimple left $R$-module is VSS.
(3) If $K \cong N$ are simple left $R$-modules then $K \oplus N$ is VSS.
(4) If $K$ is a simple left $R$-module then $K \oplus K$ is very semisimple.

Proof. It is clear that $(2) \Rightarrow(3) \Rightarrow(4)$.
$(1) \Rightarrow(2)$ Let ${ }_{R} M$ be homogeneous and semisimple, and let $R m_{1}$ and $R m_{2}$ be simple, $m_{i} \in M$, where $m_{1}+m_{2} \neq 0$. By Lemma 2.18 it suffices to show that $R\left(m_{1}+m_{2}\right)$ is simple. Observe that $R m_{1} \cong R m_{2}$ because $M$ is homogeneous, so $R / 1\left(m_{1}\right) \cong R / 1\left(m_{2}\right)$. But $1\left(m_{i}\right) \triangleleft R$ for each $i$ by (1), so Lemma 2.20 implies that $1\left(m_{1}\right)=1\left(m_{2}\right)$. Hence $1\left(m_{1}+m_{2}\right) \supseteq 1\left(m_{1}\right) \cap 1\left(m_{2}\right)=1\left(m_{1}\right)$. As $1\left(m_{1}\right) \subseteq{ }^{\max }{ }_{R} R$ we have $1\left(m_{1}+m_{2}\right)=1\left(m_{1}\right)$ is a maximal left ideal, as required.
$(4) \Rightarrow(1)$ Let $L \subseteq{ }^{\max }{ }_{R} R$, and consider ${ }_{R} X=R / L \oplus R / L$. Given $r \in R$, write $x=(1+L, r+L) \in X$. To show that $L r \subseteq L$ it suffices to show that $L x=0$. Suppose on the contrary that $L x \neq 0$. Since $X$ is homogeneous and semisimple, (4)
$7 \quad$ The converse fails as $\mathbb{Z}_{2} \oplus \mathbb{Z}_{3}$ is semisimple, but $\mathbb{Z} m$ is not simple if $m=(1+2 \mathbb{Z}, 1+3 \mathbb{Z})$.
implies that $R x$ is simple. As $L x \neq 0$, it follows that $L x=R x$, whence $x=t x$ for some $t \in L$. This means that $(1+L, r+L)=(t+L, t r+L)$, so $1+L=t+L=L$, a contradiction.

Remark. This proves again that $R=M_{n}(D)$ cannot be left QD if $D$ is division and $n \geq 2$. In fact, ${ }_{R} R$ is semisimple but column 1 in $R$ is not simple.

## Left QD elements and the Lam-Dugas condition

To this point we have used only Definition 1.1 to study left QD rings. We begin with an observation stemming from a remarkable theorem of Lam and Dugas [14, Theorem 3.2].

Lemma 2.22. If $R$ is a ring, the following conditions are equivalent for any element $q \in R$ :

QD1. $M q \subseteq M$ for every maximal left ideal $M$ of $R$.
QD2. $\quad R=R a+R(1-a q)$ for any $a \in R$.
Then by Definition 1.1, $R$ is left $Q D \quad \Leftrightarrow \quad Q D 2$ holds for every $q \in R$.
Proof. QD1 $\Rightarrow \mathrm{QD} 2$. Assume QD1. If $a \in R$ and $R a+R(1-a q) \neq R$, let $R a+$ $R(1-a q) \subseteq M$, where $M \subseteq{ }^{\max }{ }_{R} R$. Then $a q \in M q \subseteq M$ by QD1. But $1-a q \in M$ too, a contradiction.
$\mathrm{QD} 2 \Rightarrow \mathrm{QD} 1$. Assume QD2. If $M \subseteq{ }^{\max }{ }_{R} R$ and $M q \nsubseteq M$, then $M+M q=R$, say $c+a q=1$ where $c, a \in M$. Hence

$$
R a+R(1-a q)=R a+R c \subseteq M, \text { contradicting QD2. }
$$

Definition 2.23. If $R$ is a ring, $q \in R$ is called a left QD element of $R$ if both QD1 and QD2 hold.

Condition QD2 provides a completely new perspective on left QD rings. As an illustration, if $R$ is left QD, Lam and Dugas give a proof [14, Remark 4.4] that $R / J(R)$ is reduced using only QD2. Here is a similar proof that every left QD ring $R$ is directly finite.

Suppose $a R=R$, say $a b=1, a, b \in R$. As $b$ is left QD, QD2
holds with $q=b$, so $R=R a+R(1-a b)=R a$, as required.
Definition 2.24. If $R$ is a ring, write $Q(R)=\{q \mid q$ is left QD in $R\}$.
Lemma 2.25. Let $R$ be a ring, $Q=Q(R), J=J(R)$ and $C=C(R)$.
(a) $Q$ is a unital subring of $R$.
(b) $R$ is left $Q D$ if and only if $Q=R$.
(c) $C \subseteq Q$ and $J \subseteq J(Q)$.
(d) However, a left $Q D$ subring of $R$ need not be contained in $Q(R)$.

Proof. (a) This follows from QD1.
(b) $R$ is left $\mathrm{QD} \quad \Leftrightarrow$ Every $q \in R$ is left $\mathrm{QD} \quad \Leftrightarrow \quad R=Q$.
(c) If $c \in C$ then $R a+R(1-c a)=R$ for all $a$, so $c \in Q$ by QD 2 . If $b \in J$ then $R a+R(1-a b)=R$ for all $a$, so $J \subseteq Q$. But then $J$ is a quasi-regular ideal of $Q$, so $J \subseteq J(Q)$.
(d) If $F$ is a field write $R=M_{2}(F)$ and $S=\left[\begin{array}{cc}F & F \\ 0 & F\end{array}\right]$. Then $S$ is a left QD subring of $R$, but $S \nsubseteq Q(R)$ because

$$
Q(R)=C(R)=\left\{\left.\left[\begin{array}{cc}
a & 0 \\
0 & a
\end{array}\right] \right\rvert\, a \in F\right\}-\text { see Example 2.27(b) below. }
$$

Proposition 2.26. Let $R$ be a ring, $Q=Q(R)$. Given $B \triangleleft R$ :

$$
\text { Define } \quad \varphi: Q \rightarrow Q(R / B) \quad \text { by } \quad \varphi(q)=q+B \text { for all } q \in Q \text {. }
$$

(a) $\varphi$ is a ring morphism, and $\operatorname{ker} \varphi=B$.
(b) If $B \subseteq J(R)$ then $\varphi$ is onto.
(c) If $B=J(R):$ (i) $\quad \varphi: Q \rightarrow Q(R / J(R))$ is onto with kernel $J$.
(ii) $J(Q)=J$.

Proof. Write $\bar{R}=R / B, \bar{r}=r+B$ for $r \in R, J=J(R)$ and $Q=Q(R)$.
(a) We need only show $\varphi$ is well defined, that is $\bar{q} \in Q(\bar{R})$ when $q \in Q$. Given $\bar{a} \in \bar{R}$ we have $R a+R(1-a q)=R$ by QD 2 , so we have $\bar{R} \bar{a}+\bar{R}(\overline{1}-\bar{a} \bar{q})=\bar{R}$. Hence $\bar{q} \in Q(\bar{R})$, as required.
(b) Assume $B \subseteq J$. If $x \in Q(\bar{R})$, say $x=\bar{y}, y \in R$, we prove $\varphi$ is onto by showing that $y \in Q$. To see this, fix $a \in R$. Since $\bar{y}=x \in Q(\bar{R})$, we have $\bar{R} \bar{a}+\bar{R}(\overline{1}-\bar{a} \bar{y})=\bar{R}$, say $r a+s(1-a y)-1=: b \in B, r, s \in R$. Because $B \subseteq J$ we have $u=: 1+b \in U(R)$, so $r a+s(1-a y)=u$. Hence we obtain $\left(u^{-1} r\right) a+\left(u^{-1} s\right)(1-a y)=1$. As $a \in R$ was arbitrary, this shows $y \in Q(R)$, proving (b).
(c) For $\mathrm{c}(\mathrm{i})$, take $B=J$ in (b). For $\mathrm{c}(\mathrm{ii}): J \subseteq J(Q)$ by Lemma 2.25(c). Then $J=J(Q)$ as $J(Q) / J$ is a quasi-regular ideal of $R / J$.

Question 1. Is the converse true in Proposition 2.26(b)?
Example 2.27. Let $D$ be a division ring, and write $\Lambda=M_{2}(D)$. Then:
(a) There exists $u \in D, u \neq 0$, such that $Q(\Lambda)=\left\{\left.\left[\begin{array}{cc}a & 0 \\ 0 & u^{-1} a u\end{array}\right] \right\rvert\, a \in D\right\}$.
(b) In particular $Q(\Lambda)=C(\Lambda)$ if $D$ is a field.

Proof. As $(\mathrm{a}) \Rightarrow(\mathrm{b})$, we prove (a). Write $M_{1}=\left[\begin{array}{cc}0 & D \\ 0 & D\end{array}\right]$ and $M_{2}=\left[\begin{array}{cc}D & 0 \\ D & 0\end{array}\right]$ for the 'standard' maximal left ideals of $\Lambda$. Suppose $\lambda=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. It is routine to check that

$$
M_{1} \lambda \subseteq M_{1} \quad \Leftrightarrow \quad c=0, \quad \text { and } \quad M_{2} \lambda \subseteq M_{2} \quad \Leftrightarrow \quad b=0
$$

So if $\lambda \in Q(\Lambda)$ then $\lambda=\left[\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right]$ is diagonal.
If $M$ is a maximal left ideal of $\Lambda$ then $M=\left[\begin{array}{l}X \\ X\end{array}\right]$ by Lemma 2.10 where $X$ is a maximal $D$-submodule of $D^{2}$, written as rows. Hence $\operatorname{dim}_{D}(X)=1$ so $X=D v$ where $v=(p, q) \neq 0$. If $p=0$ or $q=0$ we obtain $M=M_{1}$ or $M=M_{2}$ respectively. But if $p \neq 0 \neq q$, assume $v=(1, u)$ where $0 \neq u \in D$, so $X=D v=\{(d, d u) \mid d \in$ $D\}$, and we obtain a third maximal left ideal $M_{3}=\left\{\left.\left[\begin{array}{cc}e & e u \\ f & f u\end{array}\right] \right\rvert\, e, f \in D\right\}$. So if $\lambda=\left[\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right] \in Q(\Lambda)$, it remains to show that

$$
M_{3} \lambda \subseteq M_{3} \quad \Leftrightarrow \quad d=u^{-1} a u
$$

If $M_{3} \lambda \subseteq M_{3}$ then $\left[\begin{array}{ll}1 & u \\ 1 & u\end{array}\right]\left[\begin{array}{ll}a & 0 \\ 0 & d\end{array}\right]=\left[\begin{array}{cc}e & e u \\ f & f u\end{array}\right]$ for some $e, f \in D$, and so (top row) $a=e$ and $u d=e u$, whence $u d=a u$ and $d=u^{-1} a u$.

Conversely, if $\lambda=\left[\begin{array}{cc}a & 0 \\ 0 & u^{-1} a u\end{array}\right]$ then

$$
\left[\begin{array}{cc}
e & e u \\
f & f u
\end{array}\right] \lambda=\left[\begin{array}{cc}
e & e u \\
f & f u
\end{array}\right]\left[\begin{array}{cc}
a & 0 \\
0 & u^{-1} a u
\end{array}\right]=\left[\begin{array}{cc}
e a & e a u \\
f a & f a u
\end{array}\right] \in M_{3}
$$

for all $e, f \in D$. Hence $M_{3} \lambda \subseteq M_{3}$, and the proof is complete.
Question 2. If $\Lambda=M_{n}(F), F$ a field, is $Q(\Lambda)=C(\Lambda)$ ?
For any $n \geq 2$, if $\Lambda=M_{n}(D), D$ a division ring, then $Q(\Lambda)$ consists of diagonal matrices as in paragraph 1 of the proof of Example 2.27.

Question 3. Describe the units and idempotents of $Q(R)$.
Every left QD ring is directly finite (Lemma 2.14), but not conversely- $M_{2}(\mathbb{R})$ is I-finite but it is not left QD by Theorem 2.11. However the left unimodularity property in Condition 2 of the following result-stronger than directly finiteactually characterizes the left QD rings.

Theorem 2.28. Lam-Dugas [14, Theorem 3.2] The following conditions are equivalent for a ring $R$ :
(1) $R$ is left $Q D$.
(2) $a_{1} R+\cdots+a_{n} R=R \quad$ implies $\quad R a_{1}+\cdots+R a_{n}=R$.
(3) $a R+b R=R \quad$ implies $\quad R a+R b=R$.
(4) If $R X R=R$ where $X$ is a finite set, then $R X=R$.

In this case: (a) $R a R=R, a \in R$, implies $a$ is a unit.
(b) $R e R=R, e^{2}=e \in R$, implies $e=1$.

Proof. $(1) \Rightarrow(2)$ Let $a_{1} R+\cdots+a_{n} R=R$. If $R a_{1}+\cdots+R a_{n} \neq R$, let

$$
R a_{1}+\cdots+R a_{n} \subseteq M \text { where } M \subseteq{ }^{\max }{ }_{R} R
$$

Then $M \triangleleft R$ by (1) so $R=a_{1} R+\cdots+a_{n} R \subseteq M$, a contradiction.
$(2) \Rightarrow(3)$ This is clear.
$(3) \Rightarrow(1)$ Always $a R+(1-a q) R=R$, so $R a+R(1-q a)=R$ by (3). Thus QD2 holds for $R$, so $R$ is left QD by Lemma 2.22.
$(2) \Rightarrow(4)$ Let $R X R=R$ and write $1=\Sigma_{i} r_{i} x_{i} s_{i}, r_{i}, s_{i} \in R, x_{i} \in X$. Thus $R=\Sigma r_{i} x_{i} R$ so (2) gives $R=\Sigma R r_{i} x_{i} \subseteq R X$.
(4) $\Rightarrow(2)$ If $\Sigma_{i=1}^{n} a_{i} R=R$ then $R=R X R$ where $X=\left\{a_{1}, \ldots, a_{n}\right\}$. By (4), $R=R X=\sum_{i=1}^{n} R a_{i}$.
Finally, with (4) and Lemma 2.14, (a) and then (b) are routine.
The enigmatic condition QD2 is a first order statement, which plays a basic role in another remarkable result of Lam and Dugas:

Theorem 2.29. [14, Corollary 3.6] If $\mathcal{Q}$ is the class of left $Q D$ rings, then:
(a) $\mathcal{Q}$ is closed under direct products, direct limits and ultraproducts.
(b) A direct product $\Pi_{i \in I} R_{i}$ is in $\mathcal{Q} \quad \Leftrightarrow \quad$ each $R_{i}$ is in $\mathcal{Q}$.
(c) Let $R$ be a finite subdirect product $R \hookrightarrow \prod_{i=1}^{n} R / A_{i}, A_{i} \triangleleft R$. Then $R$ is in $\mathcal{Q} \quad \Leftrightarrow \quad$ each $R / A_{i}$ is in $\mathcal{Q}$.

## 3. Width and the triangular theorem

In this section we introduce the ideal-simple left modules, a 'dual' of the left-max ideals. This leads to a new classification of the left QD rings, and to a description of the left-max ideals in a semiperfect ring. Finally, we present our first structure theorem for I-finite left QD rings in terms of generalized upper triangular matrix rings.

## Ideal-simple modules

If $R$ is a ring and ${ }_{R} K$ is simple, Lemma 2.6 shows IS1 $\Leftrightarrow$ IS2 where:
IS1: $\mathrm{l}(k) \triangleleft R$ for all $k \in K$.
IS2: $1(k)=1(K)$ for all $0 \neq k \in K$.

Definition 3.1. ${ }_{R} K$ is ideal-simple if ${ }_{R} K$ is simple and (§) holds.
If ${ }_{R} K$ is ideal-simple and ${ }_{R} M \cong{ }_{R} K$, then ${ }_{R} M$ is ideal-simple too.
These ideal-simple modules have two virtues for us. The first is that they provide a new way to think about the left QD rings:

Theorem 3.2. The following conditions are equivalent for a ring $R$ :
(1) $R$ is left quasi-duo.
(2) Every simple left $R$-module is ideal-simple.

Proof. (1) $\Rightarrow(2)$ If ${ }_{R} K$ is simple and $0 \neq k \in K$ then $l(k)$ is a maximal left ideal of $R$. Hence $1(k) \triangleleft R$ by (1), so (§) gives $1(k)=1(K)$.
$(2) \Rightarrow(1)$ Let $M$ be a maximal left ideal of $R$. By (2), the simple module $R / M$ is ideal-simple. As $R / M=R(1+M)$, it follows that $M=1(1+M)=1(R / M) \triangleleft R$ by (§). This proves (1).

The second virtue of the ideal-simple modules is that they serve as 'duals' of the left-max ideals. More precisely: While Lemma 2.3 characterizes the ideals that are left-max; condition (a) in the following Lemma characterizes the maximal left ideals that are left-max.

Lemma 3.3. Let $R$ be any ring. Then:
(a) Let $A$ be a maximal left ideal of $R$. Then $A$ is left-max in $R$ if and only if ${ }_{R}(R / A)$ is ideal-simple.
(b) Let ${ }_{R} K$ be a simple module. Then ${ }_{R} K$ is ideal-simple if and only if $1(K)$ is left-max in $R$.

Proof. Let $R$ denote a ring.
(a) Here ${ }_{R}(R / A)$ is simple. We show: $A \triangleleft R \Leftrightarrow R / A$ is ideal-simple.
$(\Rightarrow)$. First, $A=1(R / A)$ because $A \triangleleft R$. If $0 \neq k \in R / A$ we have $A=1(R / A) \subseteq$ $1(k) \neq R$. But $A \subseteq{ }^{\max }{ }_{R} R$ so $1(k)=A=1(R / A)$. Hence $R / A$ is ideal-simple by (§).
$(\Leftarrow)$. Here $A=1(1+A)$ and $0 \neq 1+A \in R / A$. As $R / A$ is ideal-simple, $A \triangleleft R$ by (§).
(b) Now ${ }_{R} K$ is simple. We show: ${ }_{R} K$ is ideal-simple $\Leftrightarrow 1(K)$ is left-max.
$(\Rightarrow)$ Let ${ }_{R} K$ be ideal-simple. If $0 \neq k \in K$ then $1(k)=1(K) \triangleleft R$, so $R / l(K) \cong$ $R k=K$. Hence $1(K) \subseteq{ }^{\max }{ }_{R} R$ and so is left-max.
$(\Leftarrow)$ Let $1(K)$ be left-max in $R$. If $0 \neq k \in K$, then $1(K) \subseteq 1(k) \neq R$, so $1(K)=1(k)$ as $l(K) \subseteq{ }^{\max }{ }_{R} R$. By (§), ${ }_{R} K$ is ideal-simple.

Our next application of these ideas is to define the:

## Width of a left Quasi-duo ring

For a ring $R$, the isomorphism equivalence $\cong$ partitions the class of all simple left $R$-modules. The equivalence class of ${ }_{R} K$, written

$$
\operatorname{class}_{R} K=\left\{{ }_{R} X \mid{ }_{R} X \cong{ }_{R} K\right\}
$$

is called the isomorphism class of $K$.
Definition 3.4. Let $R$ be a left QD ring, and write:

$$
\begin{aligned}
& \mathcal{A}(R)=\{A \mid A \text { is left-max in } R\} \\
& \mathcal{C}(R)=\left\{\operatorname{class}_{R} K \mid{ }_{R} K \text { is ideal-simple }\right\}
\end{aligned}
$$

Write $|X|$ for the cardinality of a set $X$.

Theorem 3.5. Width Theorem If $R$ is left $Q D$ then $|\mathcal{A}(R)|=|\mathcal{C}(R)|$.
Proof. Write $\mathcal{A}(R)=\mathcal{A}$ and $\mathcal{C}(R)=\mathcal{C}$. Lemma 3.3 shows that $\mathcal{A}$ is nonempty if and only if $\mathcal{C}$ is nonempty. So we have two cases: $|\mathcal{A}|=0$ and $|\mathcal{C}|=0$, and $|\mathcal{A}| \neq 0$ and $|\mathcal{C}| \neq 0$. In the first case, $|\mathcal{A}|=|\mathcal{C}|$ is clear. In the second case define: $\Phi: \mathcal{A} \rightarrow \mathcal{C} \quad$ and $\quad \Psi: \mathcal{C} \rightarrow \mathcal{A} \quad$ by:
$\Phi(A)=\operatorname{class}(R / A) \quad$ for all left-max $A \in \mathcal{A}$.
$\Psi($ class $K)=1(K) \quad$ for any ideal-simple module ${ }_{R} K \in \mathcal{C}$.
Claim. $\Psi$ is well defined.
Proof. Suppose class $(K)=\operatorname{class}(N)$ where ${ }_{R} K$ and ${ }_{R} N$ are ideal-simple, $K \cong N$.
Choose $0 \neq k \in K$ and $0 \neq n \in N$, so $1(k)=1(K)$ and $1(n)=1(N)$. Then

$$
R / l(K)=R / 1(k) \cong R k=K \quad \text { and } \quad R / l(N)=R / l(n) \cong R n=N
$$

Hence $R / \perp(K) \cong K \cong N \cong R / 1(N)$ as left $R$-modules. But then $1(K)=1(N)$ by Lemma 2.20. This proves the Claim.

To see that $|\mathcal{A}|=|\mathcal{C}|$ we show $\Phi$ and $\Psi$ are mutually inverse. To show $\Psi \circ \Phi=1_{\mathcal{A}}$, let $A \in \mathcal{A}$. Then we have:

$$
\Psi(\Phi(A))=\Psi(\operatorname{class}(R / A))=1(R / A)=A \quad \text { because } A \triangleleft R
$$

To prove $\Phi \circ \Psi=1_{\mathcal{C}}$, let ${ }_{R} K$ be ideal-simple and then choose $0 \neq k \in K$ where $1(k)=1(K)$. Then:

$$
\Phi(\Psi(\operatorname{class} K))=\Phi(1(K))=\operatorname{class}(R / \beth(k))=\operatorname{class}(R k)=\operatorname{class} K
$$

as required. This proves Theorem 3.5.
Definition 3.6. Define the (left) width $\omega(R)$ of a left QD ring $R$ by

$$
\omega(R)=|\mathcal{A}(R)|=|\mathcal{C}(R)|
$$

Lemma 3.7. (a) If $R$ is left $Q D$ then $\omega(R)=1$ if and only if $R$ is local.
(b) If $R \cong S$ are left $Q D$, then $\omega(R)=\omega(S)$.
(c) If $R$ is left $Q D$ then $\omega(R)=\omega(R / J)$ where $J=J(R)$.
(d) If $R \cong D_{1} \times \cdots \times D_{n}$ where each $D_{i}$ is a division ring, then $\omega(R)=n$.

Proof. (a) If $\omega(R)=1$ then $|\mathcal{A}(R)|=1$ so $R$ is local (being left QD). The converse is clear.
(b) Ring isomorphisms preserve left-max ideals.
(c) The map $A \mapsto A / J$ from $\mathcal{A}(R) \rightarrow \mathcal{A}(R / J)$ is a bijection.
(d) The maximal ideals of $R$ are $D_{1} \times \cdots \times \hat{D}_{i} \times \cdots \times D_{n}$ (where $D_{i}$ is omitted).

The following theorem refines the characterization (in Proposition 2.12) of the semilocal left QD rings as the rings $R$ such that $R / J$ is a finite direct product of division rings.

Theorem 3.8. Let $R$ be left $Q D$. If $n \leq 1$, the following are equivalent:
(1) $R$ is semilocal of width $n$.
(2) $R / J(R)$ is a direct product of $n$ division rings.
(3) $R$ has $n$ maximal left ideals (respectively maximal right ideals).
(4) $R$ has $n$ isomorphism classes of simple left modules (respectively simple right modules).

Proof. Write $J(R)=J$ and $R / J=\bar{R}$.
$(1) \Rightarrow(2)$ Given (1), $\bar{R} \cong \oplus_{l=1}^{m} M_{n_{i}}\left(D_{i}\right)$ where each $D_{i}$ is a division ring. As $\bar{R}$ is left QD so also is each $M_{n_{i}}\left(D_{i}\right)$. Hence $n_{i}=1$ for each $i$ by Theorem 2.11 , so $\bar{R}$ is a product of $m$ division rings. Now (2) follows because, using Lemma 3.7, $m=\omega(\bar{R})=\omega(R)=n$.
$(2) \Rightarrow(3)$ By $(2), \omega(\bar{R})=n$ by Lemma 3.7(d), so $|\mathcal{A}(R)|=\omega(R)=n$. As $R$ is QD, this proves (3).
$(3) \Rightarrow(4)$ As $R$ is left QD , this is by Theorem 3.5.
$(4) \Rightarrow(1)$ By (4) and Theorem 3.2 we have $|\mathcal{C}(R)|=n$, so $|\mathcal{A}(R)|=n$ by Theorem 3.5. If $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ are the distinct left-max ideals of $R$, then each $R / A_{i}$ is a division ring by Lemma 2.3 (as $R$ is left QD). The map $r \mapsto\left\langle r+A_{i}\right\rangle$ from $R \rightarrow \Pi_{i=1}^{n} R / A_{i}$ is a ring morphism with kernel $J$ because $R$ is left QD , and it is onto by the Chinese remainder theorem because $A_{i}+A_{j}=R$ whenever $i \neq j$. Hence $R / J \cong \prod_{i=1}^{n} R / A_{i}$ is semilocal. Now $\omega(R)=n$ follows by Lemma 3.7(d).

Corollary 3.9. $A$ ring $R$ is left $Q D$ of width 1 if and only if $R$ is local.

Question 4. Describe the left QD rings of width 2.
Here are two width 2 examples:

1) If $D$ and $B$ are division, any split-null extension of $D \times B$ is artinian with $J^{2}=0$.
2) The following example is a noetherian PID with $J \supset J^{2} \supset \cdots$.

Example 3.10. If $p \neq q$ are primes in $\mathbb{Z}$ write

$$
\mathbb{Z}_{(p, q)}=:\left\{\left.\frac{n}{m} \in \mathbb{Z} \right\rvert\, p \nmid m \text { and } q \nmid m\right\} .
$$

Then $\mathbb{Z}_{(p, q)}$ is a commutative (so quasi-duo), noetherian, semilocal, PID with $R / J \cong \mathbb{Z}_{p} \times \mathbb{Z}_{q}$.

Proposition 3.11. [14, Question 7.7] The following are equivalent:
(1) Every left $Q D$ ring is also right $Q D$.
(2) Every left primitive, right quasi-duo ring is a division ring.

Question 5. Lam-Dugas Are the statements in Proposition 3.11 true?
This question appears to be very difficult. However, Theorem 3.12 gives an affirmative answer for semilocal rings:

Theorem 3.12. A semilocal ring is left $Q D \Leftrightarrow$ it is right $Q D$.
Proof. If $R$ is semilocal and left QD then $R / J$ is a finite product of division rings. In particular, $R / J$ is left QD , so $R$ is right QD .

## I-finite rings and frames

The set $I(R)$ of all idempotents in a ring $R$ is partially ordered by:

$$
e \leq f \quad \Leftrightarrow \quad e \in f R f
$$

Lemma 3.13. [19, Lemma B.6] For any ring $R$, the following are equivalent:
(1) $R$ is I-finite (no infinite orthogonal set of idempotents).
(2) $R$ has the $A C C$ (equivalently the $D C C$ ) on idempotents.
(3) $R$ has the $A C C$ (equivalently the $D C C$ ) on direct summands of ${ }_{R} R$ (equivalently of $R_{R}$ ).

Thus left (or right) artinian, noetherian, and finite dimensional rings are all Ifinite. If $R / J(R)$ is I-finite so also is $R$; conversely if idempotents lift modulo $J(R)$ [19, Lemma B.7]. The condition 'I-finite' passes to subrings and corners. A ring $R$ is I-free if $I(R)=\{0,1\}$. Minimal idempotents in $I(R) \backslash\{0\}$ are called primitive idempotents in $R$, and we have:

$$
0 \neq e \in I(R) \text { is primitive if and only if } e R e \text { is I-free. }
$$

Definition 3.14. For $n \geq 1$, a frame for a ring $R$ is a set $E=\left\{e_{1}, \ldots, e_{n}\right\}$ in $R$ of nonzero, orthogonal idempotents such that $1=e_{1}+e_{2}+\cdots+e_{n}$ (to emphasize $n$, it is called an $n$-frame). The rings $e_{i} R e_{i}$ are the corners of $E$. A frame of primitive idempotents is a primitive frame.

Lemma 3.15. I-finite rings have primitive frames. The converse fails. ${ }^{8}$
Proof. As $R$ has the DCC on idempotents, choose some minimal nonzero idempotent $e_{1} \neq 0$ in $R$, so $e_{1}$ is primitive. If $e_{1}=1$ then $\{1\}$ is a primitive frame. Otherwise choose $e_{2}$ minimal in $\left(1-e_{1}\right) R\left(1-e_{1}\right)$. Then $\left\{e_{1}, e_{2}\right\}$ is orthogonal and $e_{1}<e_{1}+e_{2}$. Write $f_{2}=e_{1}+e_{2}$. If $f_{2}=1$ we are done. If not continue in this way to obtain idempotents $e_{1}<f_{2}<g_{3}<\cdots$, violating the ACC for $I(R)$.

As to the converse, Shepherdson [21] presents a domain $D$ for which $M_{2}(D)$ is not directly finite, and so not I-finite by Jacobson [10]. But $M_{2}(D)$ has a primitive frame $\left\{e_{11}, e_{22}\right\}$.

Semilocal rings are I-finite $(R / J$ is artinian); not conversely $(\mathbb{Z})$. So we cannot replace 'semilocal' by 'I-finite' in Theorem 3.8(1) as the following example shows. The socles of $R$ are denoted $S_{l}$ and $S_{r}$.
Example 3.16. Let $R=\left\{\left.\left[\begin{array}{lll}n & x & y \\ 0 & n & 0 \\ 0 & 0 & z\end{array}\right] \right\rvert\, n \in \mathbb{Z} ; x, y, z \in \mathbb{Q}\right\}$ where, for clarity, we write $R$ as a split-null extension $R=\left[\begin{array}{ll}S & V \\ 0 & \mathbb{Q}\end{array}\right]$ where

$$
S=\left\{\left.\left[\begin{array}{ll}
n & x \\
0 & n
\end{array}\right] \right\rvert\, n \in \mathbb{Z}, x \in \mathbb{Q}\right\} \text { and }{ }_{S} V_{\mathbb{Q}}=\left[\begin{array}{c}
\mathbb{Q} \\
0
\end{array}\right] .
$$

(a) $\quad R$ is QD (left and right) and I-finite (in fact left noetherian), but $R$ is not semilocal.
(b) The left-max ideals of $R$ are $M=\left[\begin{array}{ll}S & V \\ 0 & 0\end{array}\right]$ and, for various

$$
\text { primes } p \in \mathbb{Z}, M_{p}=\left\{\left.\left[\begin{array}{ccc}
p n & x & y \\
0 & p n & 0 \\
0 & 0 & z
\end{array}\right] \right\rvert\, n \in \mathbb{Z} ; x, y, z \in \mathbb{Q}\right\} \text {. }
$$

(c) $\omega(R)$ is not finite.
(d) $S_{l}=0$.
(e) $S_{r}=\left[\begin{array}{llc}0 & 0 & \mathbb{Q} \\ 0 & 0 & 0 \\ 0 & 0 & \mathbb{Q}\end{array}\right]$ is projective, homogeneous, and length 2 as a right $R$-module.
(f) $J$ is not essential in $R_{R}$.

8 The converse holds for exchange rings by [4, Proposition 3]

Proof. Define $\phi: R \rightarrow \mathbb{Z} \times \mathbb{Q}$ by $\phi\left(\left[\begin{array}{lll}n & x & y \\ 0 & n & 0 \\ 0 & 0 & z\end{array}\right]\right)=(n, z)$, and observe that $\phi$ is an onto ring morphism. As $J(\mathbb{Z} \times \mathbb{Q})=0$ it follows that $\operatorname{ker}(\phi)=J=\left[\begin{array}{lll}0 & \mathbb{Q} & \mathbb{Q} \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. In particular, $R / J \cong \mathbb{Z} \times \mathbb{Q}$.
(a) As $R / J \cong \mathbb{Z} \times \mathbb{Q}$ is I-finite and QD , so also is $R$ by Proposition 2.9. Clearly $R$ is not semilocal. Finally, $R$ is noetherian because $R / J$ is noetherian and $J$ has $\mathbb{Q}$-dimension 2 .
(b) and (c) By Proposition 2.9 the left-max ideals of $S$ are $M$ and the $M_{p}$ where $p \in \mathbb{Z}$ is a prime. Now (b) follows, and then (c) is clear.
(d) As $S_{l} \subseteq \mathrm{r}(J)$, we only show that $\operatorname{soc}\left({ }_{R} \mathrm{r}(J)\right)=0$. First, if $\left[\begin{array}{lll}n & x & y \\ 0 & n & 0 \\ 0 & 0 & z\end{array}\right] \in$ $\mathrm{r}(J)$ then $0=\left[\begin{array}{lll}0 & \mathbb{Q} & \mathbb{Q} \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]\left[\begin{array}{lll}n & x & y \\ 0 & n & 0 \\ 0 & 0 & z\end{array}\right]=\left[\begin{array}{ccc}0 & \mathbb{Q} n & \mathbb{Q} z \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
Hence $\mathrm{r}(J) \subseteq\left[\begin{array}{lll}0 & \mathbb{Q} & \mathbb{Q} \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]=J .{ }^{9}$ Let $R \gamma \subseteq \mathrm{r}(J)$ be simple where we write $\gamma=\left[\begin{array}{lll}0 & u & v \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right], u, v \in \mathbb{Q}$. Then $R \gamma=\left\{\left.\left[\begin{array}{ccc}0 & n u & n v \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \right\rvert\, n \in \mathbb{Z}\right\}$. Also, if $n \gamma=0$, $n \in \mathbb{Z}$, then $n=0$ (because one of $u, v$ is nonzero in $\mathbb{Q}$ ). Hence $0 \subset 2 R \gamma \subset R \gamma$, a contradiction. This proves that $S_{l}=0$.
(e) If $i \neq j$ write $\varepsilon_{i j} \in R$ for the $(i, j)$-matrix unit, so

$$
\varepsilon_{12} R=\left[\begin{array}{lll}
0 & \mathbb{Q} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \varepsilon_{13} R=\left[\begin{array}{llc}
0 & 0 & \mathbb{Q} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \text { and } \varepsilon_{33} R=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \mathbb{Q}
\end{array}\right] .
$$

For convenience, write $P_{R}=\varepsilon_{13} R \oplus \varepsilon_{33} R=\left[\begin{array}{ccc}0 & 0 & \mathbb{Q} \\ 0 & 0 & 0 \\ 0 & 0 & \mathbb{Q}\end{array}\right]$. One verifies that $\varepsilon_{13} R$ and $\varepsilon_{33} R$ are both simple so $P_{R} \subseteq S_{r}$. Note that $\varepsilon_{33} R$ is projective (a summand of $R_{R}$ ), and that $\varepsilon_{33} R \xrightarrow{\varepsilon_{13}} \varepsilon_{13} R$ is an $R$-isomorphism by Schur's lemma. Hence $P_{R}$ is projective and homogeneous of length 2. It remains to show that $P_{R}=S_{r}$. To this end, one verifies

$$
S_{r} \subseteq 1(J)=\left[\begin{array}{ccc}
0 & \mathbb{Q} & \mathbb{Q} \\
0 & 0 & 0 \\
0 & 0 & \mathbb{Q}
\end{array}\right]=\varepsilon_{12} R \oplus \varepsilon_{13} R \oplus \varepsilon_{33} R=\varepsilon_{12} R \oplus P_{R} .
$$

[^3]But $\varepsilon_{12} R$ is not simple (because $\left.0 \neq 2\left(\varepsilon_{12} R\right) \subset \varepsilon_{12} R\right)$, so $\varepsilon_{12} \in 1(J) \backslash S_{r}$. This means that $P_{R} \subseteq S_{r} \subset 1(J)$, where $\operatorname{dim}_{\mathbb{Q}}\left(P_{R}\right)=2$ and $\operatorname{dim}_{\mathbb{Q}}(1(J))=3 .{ }^{10}$ It follows that $P_{R}=S_{r}$, proving (e).
(f) $\varepsilon_{33} R$ is a simple right ideal of $R$, and $J \cap \varepsilon_{33} R=0$.

## Semiperfect left quasi-duo rings

Note that Example 3.16 is left QD and I-finite, but not semilocal. Another important example is $\mathbb{Z}_{(p, q)}$ in Example 3.10, which is a semilocal, noetherian, quasi-duo, PID, but idempotents do not lift modulo $J$. A ring $R$ is semiperfect if it is semilocal and idempotents lift modulo $J$; equivalently if $R$ has a frame with local corners. A ring $R$ is semipotent if, for any left (or right) ideal $L \nsubseteq J$, we have $0 \neq e^{2}=e \in L$.

Lemma 3.17. Let $R$ be a ring. Then:
(a) $R$ is semiperfect $\Rightarrow R$ is exchange $\Rightarrow R$ is semipotent.
(b) $R$ is semiperfect $\Leftrightarrow R$ is exchange and I-finite

$$
\Leftrightarrow \quad R \text { is semipotent and I-finite. }
$$

Proof. (a) Use [4, Corollary 12] and [16, Proposition 1.9].
(b) This follows from (a) and [19, Theorem B.9].

Definition 3.18. A frame $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ for a ring $R$ is $J$-central if

$$
e_{k}+J \in C(R / J) \quad \text { for each } k .
$$

Theorem 3.19. Given a ring $R$, the following conditions are equivalent:
(1) $R$ is semiperfect and left quasi-duo.
(2) $R$ has a J-central, local frame.
(3) $R$ has a $J$-central frame $E=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ where each corner $\left(e_{i}+J\right)(R / J)\left(e_{i}+J\right)$ of $R / J$ is a division ring.

When this is the case, the following conditions hold for any J-central local frame $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ for $R$ :
$10 \quad \mathrm{l}(J)=\left[\begin{array}{lll}0 & \mathbb{Q} & \mathbb{Q} \\ 0 & 0 & 0 \\ 0 & 0 & \mathbb{Q}\end{array}\right]$ is a $\mathbb{Q}$-vector space via $\left[\begin{array}{lll}0 & x & y \\ 0 & 0 & 0 \\ 0 & 0 & z\end{array}\right] \cdot q=\left[\begin{array}{ccc}0 & x q & y q \\ 0 & 0 & 0 \\ 0 & 0 & z q\end{array}\right]$.
(a) The set of all distinct left-max ideals of $R$ is $\left\{A_{1}, \ldots, A_{n}\right\},{ }^{11}$ where $A_{i}=R\left(1-e_{i}\right) R+J$. In particular, $\omega(R)=n$.
(b) Write $K_{i}=R e_{i} / J e_{i}$ for $k=1,2, \ldots, n$. Then $\left\{K_{1}, \ldots, K_{n}\right\}$
is a system of distinct representatives of the isomorphism
classes of ideal-simple left $R$-modules, and $K_{i} \leftrightarrow A_{i}$ is a bijection $\left\{K_{i} \mid i=1,2, \ldots, n\right\} \rightarrow\left\{A_{i} \mid i=1,2, \ldots, n\right\}$.

Proof. Write $J=J(R), \bar{R}=R / J$, and $\bar{r}=r+J$ when $r \in R$. Observe:

$$
\begin{equation*}
\text { If } e^{2}=e \in R \quad \text { then } \quad \bar{e} \bar{R} \bar{e} \cong e R e / J(e R e) \quad(\text { via } x \leftrightarrow \bar{x}) \tag{*}
\end{equation*}
$$

$(1) \Rightarrow(2)$ As $R$ is left QD, $\bar{R}$ is a finite product of division rings, say:

$$
\bar{R}=G_{1} \oplus \cdots \oplus G_{n} \quad \text { where each } G_{k} \triangleleft \bar{R} \text { is a division ring. }
$$

Hence there is a frame $\left\{\bar{e}_{1}, \bar{e}_{2}, \ldots, \bar{e}_{n}\right\}$ for $\bar{R}$ where $G_{k}=\bar{R} \bar{e}_{k}$ for each $k$ and $\bar{e}_{k} \in \bar{R}$ is a central idempotent in $\bar{R}$. As idempotents lift modulo $J$, we may assume that $\left\{e_{1}, \ldots, e_{n}\right\}$ is a frame for $R$ [19, Proposition B.5]. By (*) we have $e_{k} R e_{k} / J\left(e_{k} R e_{k}\right) \cong \bar{e}_{k} \bar{R} \bar{e}_{k}=G_{k}$ is a division ring for each $k$. Thus $e_{k} R e_{k}$ is local for each $k$, that is $\left\{e_{1}, \ldots, e_{n}\right\}$ is a local frame for $R$. This proves (2).
$(2) \Rightarrow(3)$ By $(2)$ let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a central, local frame for $R$. As each $e_{k} R e_{k}$ is local, $\left(^{*}\right)$ gives $\bar{e}_{k} \bar{R} \bar{e}_{k} \cong e_{k} R e_{k} / J\left(e_{k} R e_{k}\right)$ is a division ring. This proves (3).
$(3) \Rightarrow(1)$ Given the situation in $(3)$, the frame $\left\{e_{1}, \ldots, e_{n}\right\}$ in (3) is local by $\left(^{*}\right)$, so we obtain $R$ is semiperfect. Moreover, $\left\{\bar{e}_{1}, \ldots, \bar{e}_{n}\right\}$ is a central frame for $\bar{R}$, so $\bar{R} \cong \bar{e}_{1} \bar{R} \bar{e}_{1} \times \cdots \times \bar{e} \bar{R} \bar{e}$. Thus $\bar{R}$ is left QD because each $\bar{e}_{k} \bar{R} \bar{e}_{k}$ is division by (3). Hence $R$ is left QD by Lemma 2.3, proving (1).
(a) $\operatorname{By}(3)$ let $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a local, $J$-central frame for $R$ where each $\bar{e}_{k} \bar{R} \bar{e}_{k}$ is a division ring. For each $k$ define $\varphi_{k}: R \rightarrow \bar{e}_{k} \bar{R} \bar{e}_{k}$ by $\varphi_{k}(r)=\bar{e}_{k} \bar{r} \bar{r}_{k}$. Then $\varphi_{k}$ is an onto ring morphism ( $\bar{e}_{k}$ is central in $\bar{R}$ ). Furthermore $\operatorname{ker} \varphi_{i}=R\left(1-e_{i}\right) R+J$ because

$$
r \in \operatorname{ker} \varphi_{i} \quad \Leftrightarrow \quad \bar{e}_{i} \bar{r} \bar{e}_{i}=\overline{0} \quad \Leftrightarrow \quad \bar{r} \in \bar{R}\left(\overline{1}-\bar{e}_{i}\right) \bar{R}=\overline{R\left(1-e_{i}\right) R}
$$

Define $A_{i}=R\left(1-e_{i}\right) R+J$ for $i=1,2, \ldots, n$, so $A_{i}=\operatorname{ker} \varphi_{i}$.
Then each $A_{i}$ is left-max in $R$ by Lemma 2.3 because

$$
R / A_{i}=R / \operatorname{ker} \varphi_{i} \cong \operatorname{im} \varphi_{i}=\bar{e}_{k} \bar{R} \bar{e}_{k} \text { is a division ring. }
$$

Thus $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\} \subseteq \mathcal{A}(R)$. But $\omega(R)=\omega(\bar{R})=n$ as $\bar{R}=\Pi_{i=1}^{n} \bar{e}_{i} \bar{R}^{1} \bar{e}_{i}$ (in the proof of $(3) \Rightarrow(1))$. Hence $|\mathcal{A}(R)|=n$, so it remains to show that these $A_{i}$ are distinct.

[^4]Suppose, if possible, that $A_{i}=A_{k}, i \neq k$. Observe $\left(1-e_{i}\right) R\left(1-e_{i}\right)$ has a frame $\left\{e_{1}, \ldots, \widehat{e_{i}}, \ldots, e_{n}\right\}$, where $\widehat{e_{i}}$ missing. As $k \neq i$ we have:

$$
e_{k}=e_{k}\left(1-e_{i}\right) \in R\left(1-e_{i}\right) R \subseteq A_{i}=A_{k}
$$

But $1-e_{k} \in A_{k}$ too, so $A_{k}=R$, a contradiction. So $A_{i} \neq A_{k}$ after all, proving (a). (b) Let ${ }_{R} K=R k$ be any simple module. As $1=\sum_{i=1}^{n} e_{i}$, we have $e_{t} k \neq 0$ for some $t$, so right multiplication $R e_{t} \xrightarrow{\cdot k} R e_{t} k=K$ is epic. Hence $\operatorname{ker}(\cdot k) \subseteq{ }^{\max } R e_{t}$. But $e_{t}$ is a local idempotent so $\operatorname{ker}(\cdot k)=J e_{t}$ by [19, Proposition B.2]. Thus $K \cong R e_{t} / \operatorname{ker}(\cdot k)=R e_{t} / J e_{t}=K_{t}$.

With this, to prove (b) it remains to show that $K_{i}=K_{j}$ implies $i=j$; that is $R e_{i} / J e_{i} \cong R e_{j} / J e_{j}$ implies $i=j$. As $A_{i}=A_{j}$ implies $i=j$, this holds by Lemma 2.20 if we can prove the:

CLAIM: $R e_{i} / J e_{i} \cong R / A_{i}$ as left modules for each $i=1,2, \ldots, n$.
Proof. Define $\phi_{i}: R \rightarrow R e_{i} / J e_{i}$ by $\phi_{i}(r)=r e_{i}+J e_{i}$ for all $r \in R$. Then $\phi_{i}$ is $R$-linear and epic, and :

$$
r \in \operatorname{ker}\left(\phi_{i}\right) \Leftrightarrow R e_{i}=J e_{i} \Leftrightarrow r \in R\left(1-e_{i}\right)+J=R\left(1-e_{i}\right) R+J=A_{i}
$$

because $e_{i}$ is $J$-central. This proves the Claim, and so proves (b).
Question 6. If $1 \leq k \leq n$, let $M \subseteq{ }_{R} R$ be maximal with respect to $e_{k} \notin M$. Must $M=A_{k}$ ?

## The Triangular Theorem

In this section, describing the structure of an I-finite left QD ring $R$ is reduced to whether or not the left socle $S_{l}$ of $R$ is contained in the Jacobson radical $J$. We need some notation and terminology.

Let $R_{1}, R_{2}, \ldots, R_{n}$ be rings and let $V_{i j}$ be an $R_{i}-R_{j}$ bimodule whenever $i \neq j$. If conditions on the $V_{i j}$ are such that the set

$$
G_{n}\left(R_{i} ; V_{i j}\right)=\left[\begin{array}{cccc}
R_{1} & V_{12} & \cdots & V_{1 n} \\
V_{21} & R_{2} & \cdots & V_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
V_{n 1} & V_{n 2} & \cdots & R_{n}
\end{array}\right]
$$

is an associative ring with matrix operations, then we call $G_{n}\left(R_{i} ; V_{i j}\right)$ a generalized $n \times n$ matrix ring over the $V_{i j} .{ }^{12}$ Our interest lies in:

Definition 3.20. Let $R_{1}, R_{2}, \ldots, R_{n}$ be rings and let $V_{i j}$ be an $R_{i}-R_{j}$ bimodule whenever $i \neq j$. The generalized, $n \times n$ upper-triangular (UT) matrix ring

12 The prototype is end ${ }_{R} M$ where $M=M_{1} \oplus M_{2} \oplus \cdots \oplus M_{n}$ are $R$-modules, $R_{i}=\operatorname{end}\left(M_{i}\right)$ and $V_{i j}=\operatorname{hom}\left(M_{i}, M_{j}\right)$.
$U T_{n}\left(R_{i} ; V_{i j}\right)$ is obtained from $G_{n}\left(R_{i} ; V_{i j}\right)$ by insisting that $V_{i j}=0$ whenever $i>j$.
Here we write

$$
U T_{n}\left(R_{i} ; V_{i j}\right)=\left[\begin{array}{ccccc}
R_{1} & V_{12} & \cdots & V_{1 n-1} & V_{1 n} \\
0 & R_{2} & \cdots & V_{2 n-1} & V_{2 n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & R_{n-1} & V_{n-1} \\
0 & 0 & \cdots & 0 & R_{n}
\end{array}\right]
$$

If $n=1$ we identify $U T_{1}\left(R_{1}\right)=R_{1}$; and $U T_{2}\left(R_{1}\right)$ is the split-null extension of $R_{1} \times R_{2}$ over $V_{12}$. The following is a useful link between generalized UT rings and split-null extensions.
Lemma 3.21. $\left.\left[\begin{array}{ccc}R & V & W \\ 0 & S & Z \\ 0 & 0 & T\end{array}\right] \cong\left[\begin{array}{cc}R & V \\ 0 & S\end{array}\right]\left[\begin{array}{c}W \\ Z\end{array}\right]\right]$ as rings.
Proof. $\left[\begin{array}{lll}r & v & w \\ 0 & s & z \\ 0 & 0 & t\end{array}\right] \mapsto\left[\begin{array}{cc}{\left[\begin{array}{ll}r & v \\ 0 & s\end{array}\right]} & {\left[\begin{array}{l}w \\ z \\ 0\end{array}\right]}\end{array}\right][$ is a ring isomorphism.
With Lemma 3.21 we can extend Proposition 2.9 to generalized UT matrix rings. Here (a), (b) and (c) are due to Yu [23, Proposition 2.1].

Proposition 3.22. Let $R=U T_{n}\left(R_{i} ; V_{i j}\right)$ be an $n \times n$ generalized $U T$ matrix ring. Then:
(a) $J(R)=U T_{n}\left(J\left(R_{i}\right) ; V_{i j}\right)$.
(b) $R / J(R) \cong \Pi_{i}\left(R_{i} / J\left(R_{i}\right)\right)$.
(c) $R$ is left $Q D$ if and only if each $R_{i}$ is left $Q D$.
(d) If $R$ is left $Q D$, the left-max ideals of $R$ are

$$
M_{k}=U T_{n}\left(A_{i} ; V_{i j}\right) \text { for } k=1,2, \ldots n
$$

where $A_{i}=R_{i}$ for all $i \neq k$ and $A_{k}$ is a left-max ideal of $R_{k}$.
Proof. If $n=1$ there is nothing to prove. If $n \geq 2$ use induction on $n$, Propositions 2.5 and 2.9, and Lemma 3.21.

There is another description for generalized UT matrix rings, using:
Definition 3.23. A frame $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ for $R$ is upper triangular (UT) if $e_{i} R e_{j}=0$ whenever $i>j$.

The name arises because the Pierce decomposition takes the form

$$
R \cong\left[\begin{array}{ccccc}
e_{1} R e_{1} & e_{1} R e_{2} & \cdots & e_{1} R e_{n-1} & e_{1} R e_{n} \\
0 & e_{2} R e_{2} & \cdots & e_{2} R e_{n-1} & e_{2} R e_{n} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e_{n-1} R e_{n-1} & e_{n-1} R e_{n} \\
0 & 0 & \cdots & 0 & e_{n} R e_{n}
\end{array}\right]=U T_{n}\left(e_{i} R e_{i} ; e_{i} R e_{j}\right)
$$

$R$ has a UT frame $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\} \quad \Leftrightarrow \quad R \cong U T_{n}\left(R_{i} ; V_{i j}\right)$ for some $R_{i}$ and $V_{i j}$.
Lemma 3.24. Suppose $E=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is a UT frame for a ring R. If $\left\{f_{1}, f_{2}\right\}$ is a UT frame for $e_{n} R e_{n}$ then $E^{\prime}=\left\{e_{1}, e_{2}, \ldots, e_{n-1}, f_{1}, f_{2}\right\}$ is another UT frame for $R$.

Proof. If $n=1$ then $e_{1}=1$ and there is nothing to prove. So assume $n \geq 2$. We have $f_{j} \in e_{n} R e_{n}$ for each $j$ so $f_{j} e_{n}=f_{j}=e_{n} f_{j}$. The fact that $E^{\prime}$ is a UT frame for $R$, follows from:

- For all $i$ and $j: f_{j} R e_{i}=\left(f_{j} e_{n}\right) R e_{i}=f_{j} 0=0$ as $E$ is a

UT frame for $R$;

- $f_{2} R f_{1}=\left(f_{2} e_{n}\right) R\left(e_{n} f_{1}\right)=f_{2}\left(e_{n} R e_{n}\right) f_{1}=0$ because $\left\{f_{1}, f_{2}\right\}$ is a UT frame for $e_{n} R e_{n}$.

The left QD rings have a close connection with upper triangular rings, and Lemma 3.26 below is the key to understanding why. We need the following wellknown result of Brauer from 1950 [2].

Lemma 3.25. Brauer's Lemma If $K \subseteq R$ is a simple left ideal then $K^{2}=0$ or $K=R e, e^{2}=e$.

Proof. If $K^{2} \neq 0$ let $K a \neq 0, a \in K$. Then $K a=K$ by simplicity, so $a=e a$, $0 \neq e \in K$. Then $e^{2}-e \in B$ where $B=\{b \in K \mid b a=0\}$. Since $B$ is a left ideal and $B \subset K$ we have $B=0$. But then $e^{2}=e \neq 0$ and $R e \subseteq K$, so $R e=K$ by a third appeal to simplicity.

Lemma 3.26. Let $R \neq 0$ be a left $Q D$ ring which is not a division ring and where $S_{l}(R) \nsubseteq J(R)$. Then $R$ has an upper triangular frame $\left\{e_{1}, e_{2}\right\}$ such that:

$$
e_{1} R e_{1} \text { is division, } e_{2} R e_{2} \neq 0, \text { and } R \cong\left[\begin{array}{cc}
e_{1} R e_{1} & e_{1} R e_{2} \\
0 & e_{2} R e_{2}
\end{array}\right]
$$

Proof. As $S_{l} \nsubseteq J$, there exists a simple left ideal $K$ of $R$ such that $K \nsubseteq J$. By Brauer's lemma we have $K=R e$ where $e^{2}=e \in R$. Hence $R(1-e)$ is a maximal left ideal, so $R(1-e) \triangleleft R$ because $R$ is left QD. In particular, $(1-e) R \subseteq R(1-e)$, so $(1-e) R e=0$. Next, $e R e \cong \operatorname{end}(R e)$ is a division ring by Schur's Lemma ( $R e$ is simple). Finally, $(1-e) R(1-e) \neq 0$ because otherwise $R=e R e$ is division, contrary to our hypothesis.

If we write $e_{1}=e$ and $e_{2}=1-e$ then $e_{2} R e_{1}=0$ so $\left\{e_{1}, e_{2}\right\}$ is an upper triangular frame for $R$. So the Pierce decomposition of $R$ is

$$
R \cong\left[\begin{array}{cc}
e R e & e R(1-e) \\
0 & (1-e) R(1-e)
\end{array}\right]=\left[\begin{array}{cc}
e_{1} R e_{1} & e_{1} R e_{2} \\
0 & e_{2} R e_{2}
\end{array}\right]
$$

We can now prove the first Main Theorem of this paper.
Theorem 3.27. Triangular Theorem Conditions (1) and (2) are equivalent for a ring $R \neq 0$ :
(1) $R$ is left $Q D$ and I-finite.
(2) $R \cong U T_{n}\left(R_{i} ; V_{i j}\right)$ is generalized upper triangular where $n \geq 1$, and either (a) or (b) holds:
(a) $R_{i}$ is a division ring for each $i=1,2, \ldots, n ;{ }^{13}$
(b) $R_{i}$ is division if $i<n$; and $R_{n} \neq 0$ is I-finite, left $Q D$, and satisfies $S_{l}\left(R_{n}\right) \subseteq J\left(R_{n}\right)$.

Proof. $(2) \Rightarrow(1)$ Given (2): $R$ is I-finite and left QD because each $R_{i}$ has these properties (the proof of I-finiteness is routine; for left QD use (c) of Proposition 3.22).
$(1) \Rightarrow(2)$ We assume that (2) is false, and search for a contradiction. The following terminology simplifies the exposition:

- An I-finite, left QD ring will be called an IQD ring.
- With an eye on Lemma 3.26, call a ring $T \neq 0$ nice if $T$ is IQD, but $T$ is not a division ring and $S_{l}(T) \nsubseteq J(T) .{ }^{14}$
- For a ring $S$, call a UT frame $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ strong if $e_{i} S e_{i}$ is division, $i<n$, and $e_{n} S e_{n} \neq 0$.

Claim 1. Every IQD ring $T \neq 0$ is nice.
Proof. If $T$ is a division ring then (2a) holds for $n=1$ and $R_{1}=T ; \quad$ if $S_{l}(T) \subseteq J(T)$ then (2b) holds for $n=1$ and $R_{1}=T$. These are both contradictions as we are assuming that (2) fails. It follows that $T$ is not division and $S_{l}(T) \nsubseteq J(T)$. This proves Claim 1.

CLAIM 2. Suppose a ring $S$ is IQD with a strong UT frame $\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$. Then $S$ has another strong UT frame of the form $\left\{e_{1}, e_{2}, \ldots, e_{n-1}, f_{1}, f_{2}\right\}$.

Proof. Write $T=e_{n} S e_{n}$. Then $T$ is IQD (it is a corner of $S$ ), and so is nice by Claim 1. Now Lemma 3.26 implies that $T$ has a UT frame $\left\{f_{1}, f_{2}\right\}$ where $f_{1} T f_{1}$ is division and $f_{2} T f_{2} \neq 0$. But then $\left\{e_{1}, e_{2}, \ldots, e_{n-1}, f_{1}, f_{2}\right\}$ is a UT frame for $T$ by Lemma 3.24, proving Claim 2.

With these preliminaries, we can complete the proof of $(1) \Rightarrow(2)$.

[^5]First, $R$ is nice by Claim 1, so Lemma 3.26 implies that $R$ has a UT frame $\left\{e_{1}, e_{2}\right\}$ such that $e_{1} R e_{1}$ is division and $e_{2} R e_{2} \neq 0$. In other words, $\left\{e_{1}, e_{2}\right\}$ is a strong UT frame for $R$. But then Claim 2 implies that $R$ has a UT frame $\left\{e_{1}, f_{1}, f_{2}\right\}$. Again Claim 2 shows $R$ has a UT frame $\left\{e_{1}, f_{1}, g_{1}, g_{2}\right\}$.

Once more, Claim 2 shows $R$ has a UT frame $\left\{e_{1}, f_{1}, g_{1}, h_{1}, h_{2}\right\}$.
This process continues to create a sequence of strong UT frames for $R$ each containing more orthogonal idempotents than those before. This contradicts the Ifiniteness hypothesis on $R$, and so proves the theorem.

The answer to the Lam-Dugas Question is 'yes' for semilocal rings by Theorem 3.12. So we ask:

Question 7. Is every I-finite left $Q D$ ring a right $Q D$ ring?
Note that the answer to Question 5 is 'yes' by Theorem 3.27 if every I-finite, left QD ring with $S_{l} \subseteq J$ is right QD.

## 4. Left soclin rings

The Triangular Theorem focuses our attention on the I-finite, left QD rings $R$ satisfying $S_{l} \subseteq J$. So the next step is to study these rings.

Definition 4.1. A ring $R$ will be called left soclin if $S_{l} \subseteq J$.
Clearly every ring with $S_{l}=0$ (hence every domain) is left soclin. We refer to semisimple rings as SS-rings. No nonzero SS-ring is left soclin because $S_{l}=R$ while $J=0$. Hence:

Lemma 4.2. The only ring $R$ that is both $S S$ and left soclin is $R=0$.
Even so, all non-SS, local rings are (left and right) soclin. However: If $D$ is division the ring $\left[\begin{array}{ll}D & D \\ 0 & D\end{array}\right]$ is artinian and QD , but neither left nor right soclin; while the Weyl Example (Example 2.8) is a simple noetherian domain (and so soclin) but it is neither left nor right QD. Recall that a ring is I-free if 0 and 1 are the only idempotents (for example domains and local rings).

The set of left soclin rings with $S_{l}=0$ is vast including (in addition to domains) semiprime rings, left nonsingular rings $\left(Z_{l}=0\right)$ and polynomial rings. ${ }^{15}$

15 If $K=R[x] k, \operatorname{deg}(k)=n$, then $K=R[x]\left(x^{n+1} k\right)$ so $k=g\left(x^{n+1} k\right), g \in R[x]$. Hence $n=\operatorname{deg}(k) \geq n+1$.

Example 4.3. If $R$ is an I-free ring then $R$ is division or $R$ is left soclin, but not both.

Proof. If $R$ is not left soclin then $S_{l} \nsubseteq J$, so let $K \nsubseteq J$ be a simple left ideal of $R$. By Brauer's lemma $K=R e, e^{2}=e \in R$. As $e \neq 0$ we have $e=1$ because $R$ is I-free. But then $R=R e=K$ and it follows that $R$ is a division ring. The last statement is by Lemma 4.2.

Theorem 4.4. The following conditions are equivalent for a ring $R \neq 0$ :
(1) $R$ is left soclin.
(2) Every maximal left ideal of $R$ is essential in ${ }_{R} R$.
(3) If $M$ is a maximal left ideal of $R$ then $\mathrm{r}(M) \subseteq Z_{l}$.
(4) $S_{l} \subseteq Z_{l}$.
(5) No maximal left ideal of $R$ is a direct summand of ${ }_{R} R$.

Proof. $(1) \Rightarrow(2)$ Let $M \subseteq{ }^{\max }{ }_{R} R$, and suppose ${ }_{R} M \subseteq{ }^{\text {ess }}{ }_{R} R$ fails, say $M \cap L=0$ where $L \neq 0$ is a left ideal of $R$. As $M$ is maximal, $R=M \oplus L$, say $M=R e$ and $L=R(1-e), e^{2}=e \in R$. Thus ${ }_{R} L$ is simple so $L \subseteq J$ by (1). But then $1-e \in J$, so $e=1$ and $M=R$, a contradiction.
$(2) \Rightarrow(3)$ Let $a \in \mathrm{r}(M)$ so $M \subseteq 1(a)$. Hence (2) implies $l(a) \subseteq{ }^{e s s}{ }_{R} R$, that is $a \in Z_{l}$.
$(3) \Rightarrow(4)$ Given (3), suppose if possible that $S_{l} \nsubseteq Z_{l}$, say $K \nsubseteq Z_{l}$ for some simple left ideal $K \subseteq R$. Write $K=R k$, so $l(k) \subseteq{ }^{\max }{ }_{R} R$. By (3) this means $r l(k) \subseteq Z_{l}$. But $k \in \mathrm{rl}(k)$ always holds, so $k \in \mathrm{rl}(k) \subseteq Z_{l}$. As $Z_{l} \triangleleft R$ this means $K=R k \subseteq Z_{l}$, a contradiction.
$(4) \Rightarrow(5)$ If (5) fails, let $R e \subseteq{ }^{\max }{ }_{R} R, e^{2}=e$. Then $e \neq 1$ so $R(1-e)$ is a simple left ideal. Hence $R(1-e) \subseteq Z_{l}$ by (4). But then $1-e \in Z_{l}$, a contradiction as $l(1-e)$ is not essential in ${ }_{R} R$.
$(5) \Rightarrow(1)$ If (1) fails let $K \nsubseteq J$ be a simple left ideal. By Brauer's lemma $K=R e$ for some $e^{2}=e \in R$, so $R(1-e)$ is a maximal left ideal of $R$. This contradicts (5).

An image of a left soclin ring need not be left soclin. Indeed, if $R$ is a non-SS, local ring then $R$ is soclin (left and right) but the division ring $R / J$ is neither left nor right soclin. However we do have:

Proposition 4.5. Let $R=S \times T$ be rings. Then:

$$
R \text { is left soclin } \Leftrightarrow \text { both } S \text { and } T \text { are left soclin. }
$$

Proof. $(\Rightarrow)$ We prove it for $S$. Suppose ${ }_{S} K \subseteq S$ is simple. Then $K \times 0$ is a simple left ideal of $R$ so, by hypothesis, $K \times 0 \subseteq J(R)=J(S) \times J(T)$. Hence $K \subseteq J(S)$, proving that $S$ is left soclin.
$(\Leftarrow)$ We work internally. Let $R=A \oplus B$ where $A \triangleleft R, B \triangleleft R$ and both $A$ and $B$ are left soclin as a rings. Then

$$
S_{l}(R)=\operatorname{soc}\left({ }_{R} R\right)=\operatorname{soc}\left({ }_{R} A\right) \oplus \operatorname{soc}\left({ }_{R} B\right) .{ }^{16}
$$

Observe: $\quad J(R)=J(A) \oplus J(B) \quad$ and $\quad S_{l}(R)=\operatorname{soc}\left({ }_{R} A\right) \oplus \operatorname{soc}\left({ }_{R} B\right)$.
We show $\operatorname{soc}\left({ }_{R} A\right) \subseteq J(A)$. If ${ }_{R} K \subseteq A$, ${ }_{R} K$ simple, $0 \neq k \in K$, then

$$
K=R k=(A \oplus B) R k=A k \oplus B k=A k \quad \text { as } B k \subseteq B A=0
$$

While images of left soclin rings may not be left soclin, we do have
Theorem 4.6. Being left soclin is a Morita invariant. More precisely:
(a) If a ring $R$ is left soclin and Re $R=R$ where $e^{2}=e \in R$, then eRe is left soclin. The condition $R e R=R$ is necessary.
(b) If a ring $R$ is left soclin, so also is $M_{n}(R)$ for any $n \geq 1$.

Proof. Let $R$ denote a left soclin ring.
(a) If $e^{2}=e \in R$ where $R e R=R$, write $Q=e R e$. If $Q k$ is simple in $Q, k \in Q$, observe that $e R k=e R(e k)=Q k$. It suffices to show $R k$ is simple-then $R k \subseteq J$, so $Q k=e R k=(e R k) e \subseteq e J e=J(Q)$.

So choose $0 \neq x \in R k$, say $x=a k, a \in R$. As $R e R=R$ we have $0 \neq x \in R e R x$, so $e b x \neq 0$ for some $b \in R$. Then

$$
0 \neq e b x=e b(a k)=e b a(e k) \in Q k, \quad \text { so } Q e b x=Q k
$$

because $Q k$ is simple in $Q$. Hence $k \in R x$ so $R k \subseteq R x$, as desired.
For the last statement, let $R=M_{2}\left(\mathbb{Z}_{2}\right), e=e_{11}$, and use Lemma 4.2.
(b) We prove it for $n=2$; the general case is analogous. Writing $M_{2}(R)=\Lambda$, we must show that if ${ }_{\Lambda} K \subseteq \Lambda$ is simple then $K \subseteq J(\Lambda)$. By Lemma $2.10, K=\left[\begin{array}{l}X \\ X\end{array}\right]$ where ${ }_{R} X$ is a submodule of $R^{2}$ (written as rows). Observe that ${ }_{R} X$ is simple because $Y \subset X$ implies $\left[\begin{array}{l}Y \\ Y\end{array}\right] \subset\left[\begin{array}{l}X \\ X\end{array}\right]=K$. Hence

$$
X \subseteq \operatorname{soc}\left(R^{2}\right)=\operatorname{soc}(R \oplus R)=\operatorname{soc}(R) \oplus \operatorname{soc}(R)=S_{l} \oplus S_{l}
$$

But $S_{l} \subseteq J$ by hypothesis, so each row of $X$ has every entry from $J$. It follows that $K=\left[\begin{array}{l}X \\ X\end{array}\right] \subseteq M_{2}(J)=J(\Lambda)$, as required.

Turning to the semilocal case, the following result plays a role later.
16 In general if ${ }_{R} M={ }_{R} P \oplus_{R} Q$ then $\operatorname{soc}\left({ }_{R} M\right)=\operatorname{soc}\left({ }_{R} P\right) \oplus \operatorname{soc}\left({ }_{R} Q\right)$.

Theorem 4.7. Let $R$ be a semilocal, non-SS ring. Then the following are equivalent:
(1) $R$ is left soclin.
(2) $J \subseteq{ }^{e s s}{ }_{R} R$.

Proof. As $R$ is semilocal, let $J=M_{1} \cap M_{2} \cap \cdots \cap M_{n}, M_{i} \subseteq{ }^{\max }{ }_{R} R$.
$(1) \Rightarrow(2)$ Given (1), each $M_{i} \subseteq{ }^{\text {ess }}{ }_{R} R$ by Theorem 4.4(2), and (2) follows.
$(2) \Rightarrow(1)$ By Theorem $4.4(2), J \subseteq M_{i}$ for each $i$.
Notes. • $(1) \Rightarrow(2)$ fails if $R$ is merely I-finite - see Example 3.16(f).

- $J \subseteq{ }^{\text {ess }}{ }_{R} R$ can fail even if $R$ is artinian, QD and $J \subseteq{ }^{\text {ess }} R_{R}$, see Example 4.9(g) below.

Question 8. If $R$ is left $Q D$, is $J \subseteq{ }^{e s s}{ }_{R} R \Leftrightarrow R$ is left soclin?

Example 4.9 below requires four well-known results:
Lemma 4.8. (a) If $R$ is semilocal then $S_{l}=\mathrm{r}(J)$ and $S_{r}=1(J)$.
(b) If $R$ is semilocal and $J M=0, M$ a left module, then $M$ is semisimple.
(c) For any ring $R, S_{l} Z_{l}=0$ and $Z_{r} S_{r}=0$.
(d) If $M \subseteq{ }^{\max }{ }_{R} R$, then either $M \subseteq{ }^{\varepsilon s s}{ }_{R} R$ or $M \subseteq{ }^{\oplus}{ }_{R} R$.

A ring $R$ can be left soclin but not right soclin, as the next example shows (among many other things).

Example 4.9. Let $D$ be a division ring, and define a ring $R$ as follows:

$$
R=\left\{\left.\left[\begin{array}{ccc}
a & b & c \\
0 & a & 0 \\
0 & 0 & d
\end{array}\right] \right\rvert\, a, b, c, d \in D\right\}
$$

(a) $R$ is a semilocal (in fact artinian), QD ring of width 2 .
(b) $J=\left[\begin{array}{lll}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$, and the only left-max ideals of $R$ are $A_{1}=\left[\begin{array}{ccc}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & D\end{array}\right] \quad$ and $\quad A_{2}=\left\{\left.\left[\begin{array}{ccc}a & b & c \\ 0 & a & 0 \\ 0 & 0 & 0\end{array}\right] \right\rvert\, a, b, c \in D\right\}$.
(c) $R$ is left soclin but not right soclin-in fact $S_{l}=J$, and $S_{r} \supset J$.

Moreover: $\quad S_{l}=A_{1} \subseteq^{e s s}{ }_{R} R \quad$ and $\quad S_{r}=1(J)=A_{1} \supset J$.
(d) $A_{1} \subseteq{ }^{\text {ess }}{ }_{R} R$ and $A_{2} \subseteq{ }^{\text {ess }}{ }_{R} R$. Also, $A_{1} \subseteq{ }^{\text {ess }} R_{R}$, but $A_{2}$ is not essential in $R_{R}$.
(e) $S_{l}=\mathrm{r}(J)=J \quad$ and $\quad S_{r}=1(J)=A_{1} \supset J$.
(f) $Z_{l}=J$ and $Z_{r}=\left[\begin{array}{lll}0 & D & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. Both ${ }_{R} Z_{r}$ and $\left(Z_{r}\right)_{R}$ are simple.
(g) $J \subseteq{ }^{\text {ess }}{ }_{R} R$ but $J$ is not essential in $R_{R}$.
(h) $r\left(A_{1}\right)=J \neq 0$ and $r\left(A_{2}\right)=0$.

Proof. Observe: $R \cong\left[\begin{array}{cc}S & V \\ 0 & D\end{array}\right]$ is the split-null extension of the local ring $S=:\left\{\left.\left[\begin{array}{ll}a & b \\ 0 & a\end{array}\right] \right\rvert\, a, b \in D\right\}$ and the division ring $D$ by ${ }_{S} V_{D}=\left[\begin{array}{l}D \\ 0\end{array}\right]$.
(a) We have $J=\left[\begin{array}{lll}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ by Proposition 2.9(b). Define

$$
\varphi: R \rightarrow D \times D \text { by } \varphi\left[\begin{array}{ccc}
a & b & c \\
0 & a & 0 \\
0 & 0 & d
\end{array}\right]=(a, d)
$$

Then $\varphi$ is an onto ring morphism with $\operatorname{ker}(\varphi)=J$, so $R / J \cong D \times D$. Hence $R$ is semilocal, and $R$ is QD of width 2 (by Proposition 2.2 and Theorem 3.8). Finally, $R$ is artinian because $\operatorname{dim}\left({ }_{D} R\right)=4$.
(b) Write $\lambda=\left[\begin{array}{lll}a & b & c \\ 0 & a & 0 \\ 0 & 0 & d\end{array}\right]$ and define $\varphi_{1}, \varphi_{2}: R \rightarrow D$ given by $\lambda \mapsto a, d$ respectively. These maps are both onto ring morphisms, and the kernels are $A_{1}$ and $A_{2}$. Hence each $A_{i} \triangleleft R$, and so is left-max in $R$ by Lemma 2.3. As $A_{1} \neq A_{2}$, and $R$ has width 2 by (a), it follows that $\mathcal{A}(R)=\left\{A_{1}, A_{2}\right\}$. But $R$ is left QD by (a), and so (b) follows because $J=A_{1} \cap A_{2}=\left[\begin{array}{lll}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$.
(c) As $R$ is semilocal, and in view of Lemma 4.8(a), we compute $\mathrm{r}(J)$ and $1(J)$ using the following:
$\left[\begin{array}{lll}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]\left[\begin{array}{lll}a & b & c \\ 0 & a & 0 \\ 0 & 0 & d\end{array}\right]=\left[\begin{array}{ccc}0 & D a & D d \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$
and

$$
\left[\begin{array}{lll}
a & b & c  \tag{*}\\
0 & a & 0 \\
0 & 0 & d
\end{array}\right]\left[\begin{array}{lll}
0 & D & D \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]=\left[\begin{array}{ccc}
0 & a D & a D \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

So $S_{l}=\mathrm{r}(J)=\left[\begin{array}{ccc}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]=J$ and $S_{r}=1(J)=\left[\begin{array}{ccc}0 & D & D \\ 0 & 0 & 0 \\ 0 & 0 & D\end{array}\right]=A_{1}$. As $A_{1} \supset J$ this shows that $R$ is not right soclin by Definition 4.1. Finally, each $A_{i} \subseteq{ }^{\text {ess }}{ }_{R} R$ by Theorem 4.4(2).
(d) As $R$ is left soclin by $(\mathbf{c})$, each $A_{i} \subseteq{ }^{\text {ess }}{ }_{R} R$ by Theorem 4.4(1). To see that $A_{1} \subseteq^{\text {ess }} R_{R}$ we use the right version of Theorem $4.4(5)$ by showing that $A_{1} \neq \phi R$ for any $0 \neq \phi^{2}=\phi \in A_{1}$. Indeed, such a $\phi$ has the form $\phi=\left[\begin{array}{lll}0 & 0 & q \\ 0 & 0 & 0 \\ 0 & 0 & 1\end{array}\right]$ where $q \in D$, and $\phi R=\left[\begin{array}{ccc}0 & 0 & q D \\ 0 & 0 & 0 \\ 0 & 0 & D\end{array}\right] \neq A_{1}$.

Finally, $A_{2}$ is not essential in $R_{R}$ as $A_{2}=\varepsilon R, \varepsilon=\varepsilon^{2}=\left[\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right]-A_{2} \subseteq \varepsilon R$ because $\alpha=\varepsilon \alpha$ for all $\alpha \in A_{2}{ }^{17}$. This proves (d).
(e) These were proved in $\left(^{*}\right)$ and $\left({ }^{* *}\right)$ above.
$(\mathbf{f}) \mathrm{By}\left({ }^{*}\right),\left({ }^{* *}\right)$ and Theorem 4.4(4), we have $J=S_{l} \subseteq Z_{l}$. It follows that $Z_{l}=J$ because $R$ is semipotent (being exchange) so $J \subset Z_{l}$ would contradict the fact that $Z_{l}$ is I-free.

Turning to $Z_{r}$, write $E=\left[\begin{array}{ccc}0 & D & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$ and observe $E=\varepsilon_{12} R$ where $\varepsilon_{12}$ is the matrix-unit. Lemma $4.8(\mathrm{c})$ shows that $Z_{r} S_{r}=0$, so $Z_{r} \subseteq 1\left(S_{r}\right) \stackrel{(\mathbf{e})}{=} 1\left(A_{1}\right)=E$ as is easily verified. One also verifies that both $E_{R}$ and ${ }_{R} E$ are simple, so $Z_{r}=0$ or $Z_{r}=E$; we claim $Z_{r}=E$. As $E=\varepsilon_{12} R$, to prove this it is enough to show that that $\varepsilon_{12} \in Z_{r}$, that is that $\mathrm{r}\left(\varepsilon_{12}\right) \subseteq{ }^{\text {ess }} R_{R}$. But $\mathrm{r}\left(\varepsilon_{12}\right)=A_{1}$ so this follows by (d) above.
(g) By (e) $J=S_{l}$, and $S_{l} \subseteq \subseteq^{e s s}{ }_{R} R$ as $R$ is left artinian. This proves $J \subseteq{ }^{e s s}{ }_{R} R$. For the rest of $(\mathbf{g})$, write $K=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & D\end{array}\right]$. Then $K$ is a simple right ideal of $R$ and $J \cap K=0$, so $J$ is not essential in $R_{R}$. This proves $(\mathbf{g})$.
(h) To see $r\left(A_{2}\right)=0$, let $A_{2} \xi=0, \xi=\left[\begin{array}{ccc}x & y & z \\ 0 & x & 0 \\ 0 & 0 & w\end{array}\right]$. For $a, b, c \in D$,

$$
\left[\begin{array}{ccc}
a & b & c \\
0 & a & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{ccc}
x & y & z \\
0 & x & 0 \\
0 & 0 & w
\end{array}\right]=\left[\begin{array}{ccc}
a x & a y+b x & a z+c w \\
0 & a x & 0 \\
0 & 0 & 0
\end{array}\right]=0
$$

It follows that $D x=0$, then $D y=0$, and finally $D z+D w=0$. Hence $\xi=0$ as required. One verifies that $\mathrm{r}\left(A_{1}\right)=J$.

Recall that the Lam-Dugas question has an affirmative answer for semilocal rings (Theorem 42). However the answer seems to be unknown when 'semilocal' is replaced by 'I-finite'. Hence we sharpen it:

Question 9. If $R$ is left $Q D$, I-finite and left soclin, is $R$ right $Q D$ ?

## 5. Left QDS rings

In this section the structure of the I-finite, left QD, left soclin rings is explored further, and the second Main Theorem of the paper (Theorem 5.15) is proved. We clearly need:

[^6]Definition 5.1. A ring will be called a left QDS ring if it is I-finite, left QD and left soclin.

We begin with some basic properties of left QDS rings:
Lemma 5.2. (a) The class of left QDS rings is closed under full corners (Theorems 2.13 and 4.6), under direct factors (Propositions 2.9(a) and 4.5), but not under images $\left(\mathbb{Z} \rightarrow \mathbb{Z}_{2}\right)$.
(b) If $R=\Pi_{i=1}^{n} R_{i}$, then $R$ is left $Q D S \Leftrightarrow$ each $R_{i}$ is left $Q D S$ (Propositions 2.9(a) and 4.5).
(c) Every left QDS ring has a primitive frame (Lemma 3.15).

Because these left QDS rings are I-finite, the block decomposition theorem [1, Theorem 7.9] applies. The next three results include a brief proof of this latter theorem for clarity, completeness and reference. This involves the choice of a primitive frame $E$ for the ring, and emphasizes the dependence upon $E$.

The E-Decomposition of a Ring
If $E$ is a primitive frame for a ring $R$, define a relation $\sim$ on $E$ by

$$
e \sim f \Leftrightarrow e R g \neq 0 \text { and } f R g \neq 0 \text { for some } g \in E .
$$

Then $\sim$ is reflexive and symmetric, so $\approx$ is an equivalence on $E$ if:

$$
e \approx f \quad \Leftrightarrow \quad e \sim g_{1} \sim g_{2} \sim \cdots \sim g_{t} \sim f \quad \text { for some } g_{i} \in E
$$

Definition 5.3. For a frame $E, \approx$ is the $E$-equivalence on $E .{ }^{18}$
Lemma 5.4. If $E$ is a primitive frame for $R$, and $e, f \in E$, then:
(a) $\quad e \sim e ; \quad e R f \neq 0 \Rightarrow e \sim f ; \quad$ and $e \sim f \Rightarrow e \approx f$.
(b) Let $c^{2}=c \in C(R)$. If $e \in E$, ec $=0$ or $e c=e$.
(c) Let $c^{2}=c \in C(R)$. If $e \sim f$, then:

$$
\text { (i) } e c=0 \Leftrightarrow f c=0 \quad \text { and } \quad \text { (ii) } e c=e \Leftrightarrow f c=f .
$$

(d) Condition (c) holds with $\sim$ replaced by $\approx$.

Proof. (a) $e R e \neq 0 ; \quad e R f \neq 0$ and $f R f \neq 0 ; \quad$ and $\quad e \sim e \sim f$.
(b) This is because $(e c)^{2}=e c \in e R e$, and $e$ is primitive.
(c) We need only prove $(\Rightarrow)$ in each case - interchange $e$ and $f$. As $e \sim f$, we have $e R g \neq 0$ and $f R g \neq 0$ for some $g \in E$.
(i) $(\Rightarrow)$ Let $e c=0$. If $f c \neq 0$ then $f c=f$ by (b), so $0 \neq f R g=(f c) R g=$ $f R(g c)$. Thus $g c \neq 0$, so $g c=g$ again by (b). But then, $0 \neq e R g=e R(g c)=$ $(e c) R g=0 R g$, a contradiction.

[^7](ii) $(\Rightarrow)$ Let $e c=e$. If $f c \neq f$, then $f c=0$ by (b), from which $e c=0$ by (i). This is the desired contradiction.
(d) As per $(\dagger \dagger)$, let $e \sim g_{1} \sim g_{2} \sim \cdots \sim g_{t} \sim f$ where $e, f, g_{i} \in E$. Using (c) repeatedly: $e c=0 \Rightarrow g_{1} c=0 \Rightarrow \cdots \Rightarrow f c=0$.

Definition 5.5. Let $\left\{E_{1}, E_{2}, \ldots, E_{m}\right\}$ be the partition of the frame $E$ into $\approx$-equivalence classes. For $1 \leq p \leq m$, define:

$$
c_{p}=\Sigma\left\{e \mid e \in E_{p}\right\} \text { - the sum of the idempotents in } E_{p} .
$$

Because $E$ is a frame for $R,\left\{c_{1}, c_{2}, \cdots, c_{m}\right\}$ is also a frame for $R$ (called the $E$ -block-frame for $R$ ), and the corners $c_{p} R c_{p}$ (denoted $B_{p}=c_{p} R c_{p}$ ) are called the $E$-blocks of $R$.

Lemma 5.6. Let $B_{1}, B_{2}, \ldots, B_{m}$ be the $E$-blocks of a ring $R$ induced by a primitve frame $E$, and let $B_{p}=c_{p} R c_{p}$ for $1 \leq p \leq m$.
(a) $E_{p}$ is a primitive frame for $B_{p}=c_{p} R c_{p}$, for all $p=1,2, \ldots, m$. ${ }^{20}$
(b) If $e, f \in E$ then $e \approx f \Leftrightarrow e$ and $f$ lie in the same $E$-block.
(c) $\left\{c_{1}, c_{2}, \cdots, c_{m}\right\} \subseteq C(R) \Leftrightarrow E_{p} R E_{q}=0$ when $p \neq q .{ }^{19}$
(d) Each idempotent $c_{k}$ is central in $R$ for $1 \leq p \leq m$.

Proof. (a) Write $E_{p}=\left\{f_{1}, \ldots, f_{k}\right\}$, so $c_{p}=\Sigma_{i=1}^{k} f_{i}$. Given $f_{j}, 1 \leq j \leq k$, we have $f_{j} c_{p}=\sum_{i=1}^{k} f_{j} f_{i}=f_{j}$. Similarly $c_{p} f_{j}=f_{j}$ so each $f_{j} \in B_{p}$. Hence $E_{p}$ is a frame for $B_{p}$; it is primitive because $E_{p} \subseteq E$.
(b) $(\Rightarrow)$ Let $e \approx f$, so $e, f \in E_{p}$ for some $p$. Use (a).
$(\Leftarrow)$ Suppose $e \not \approx f$, say $e \in E_{p_{1}}$ and $f \in E_{p_{2}}, p_{1} \neq p_{2}$. By (a), $e \in c_{p_{1}} R c_{p_{1}}$ and $f \in c_{p_{2}} R c_{p_{2}}$, a contradiction.
(c) $(\Rightarrow)$ Suppose $\left\{c_{1}, c_{2}, \cdots, c_{m}\right\} \subseteq C(R)$. If $e \in E_{p}, f \in E_{q}$, and $p \neq q$, then (a) shows that $e R f=\left(c_{p} e\right) R\left(f c_{q}\right)=e R f c_{p} c_{q}=0$.
$(\Leftarrow)$ If $E_{p} R E_{q}=0$ whenever $p \neq q$ then, using (a),

$$
c_{p} R c_{q} \subseteq \Sigma_{p, q}\left\{e R f \mid e \in E_{p}, f \in E_{q}\right\}=0
$$

because $p \neq q . \quad c_{p} r=\left(c_{p} r\right) 1=c_{p} r\left(c_{1}+\cdots+c_{m}\right)=c_{p} r c_{p}$ for $r \in R$. Similarly $r c_{p}=c_{p} r c_{p}$, so $c_{p} \in C(R)$.
(d) By (c), we show that $E_{p} R E_{q}=0$ when $p \neq q$. If $e \in E_{p}$ and $f \in E_{q}$, then $e \not \approx f$ because $E_{p}$ and $E_{q}$ are distinct $\approx-$ equivalence classes. But then $e R f=0$ by Lemma 5.4(a).

20 This is valid for any equivalence on $E$ in place of $\approx$.

Theorem 5.7. $E$-Block Decomposition ${ }^{21}$ Let $E=\left\{e_{1}, e_{2}, \cdots, e_{n}\right\}$ be a primitive frame for a ring $R$, with $E$-block-frame $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$.
(a) If $e, f \in E$, then: $e \approx f \Leftrightarrow e$ and $f$ are in the same $E$-block $B_{p}$.
(b) Each E-block $B_{p}=c_{p} R c_{p}$ is indecomposable as a ring.
(c) Each $c_{p}$ is central in $R$.

Thus the (unique) decomposition of the ring $R$ as a direct product of indecomposable rings is

$$
R=c_{1} R c_{1} \dot{+} c_{2} R c_{2} \dot{+} \cdots \dot{+} c_{m} R c_{m} \cong B_{1} \times B_{2} \times \cdots \times B_{m}
$$

where, for $p=1,2, \ldots m$, the $B_{p}=c_{p} R c_{p}$ are the $E$-blocks of $R$.
Proof. Again, let $E_{1}, E_{2}, \ldots, E_{m}$ be the $\approx$-equivalence classes in $E$.
(a) This is by Lemma $5.6(\mathrm{~b})$.
(b) If $0 \neq c^{2}=c$ is central in $c_{p} R c_{p}$, we show $c=c_{p}$. As $c=c_{p} c=\Sigma\{f c \mid f \in$ $\left.E_{p}\right\}$, we have $f c \neq 0$ for some $f \in E_{p}$ (as $c \neq 0$ ). Then $e c=e$ for every $e \in E_{p}$ by Lemma $5.4(\mathrm{c})$, applied to the ring $c_{p} R c_{p}$. Hence (b) follows from

$$
c=c_{p} c=\Sigma\left\{e c \mid e \in E_{p}\right\}=\Sigma\left\{e \mid e \in E_{p}\right\}=c_{p}
$$

proving (b).
(c) This is by Lemma 5.6(d).

Finally $(\dagger \dagger \dagger)$ holds because ${ }_{R} R=\oplus_{j=1}^{m} B_{j}$ and each $B_{j} \triangleleft R$.
Definition 5.8. Condition $(\dagger \dagger \dagger)$ is called the $E$-block decomposition of a ring $R$ with a primitive frame $E$.

Let $R$ have a primitive frame $E$, so each $E$-block $B_{p}=c_{p} R c_{p}$ of $R$ has a related primitive frame $E_{p} \subseteq E$ by Lemma 5.6. Our goal now is to understand how $E$ properties of $R$ pass between $E_{p}$-properties of $B_{p}$. To describe this we use the following notation:

Definition 5.9. Given a primitive frame $E$ for a ring $R$, we write:

$$
e \sim f \text { as } e \sim f(\bmod E) \quad \text { and } \quad e \approx f \text { as } e \approx f(\bmod E)
$$

Proposition 5.11 below captures the nature of this relationship; the following lemma is critical.

Lemma 5.10. Let $R$ be a ring with primitive frame $E$, and $E$-equivalence classes
$E_{1}, E_{2}, \ldots, E_{m}$. Fix $p \in\{1,2, \ldots, m\}$ and let $e, f \in E_{p}$. Then:

$$
e \sim f\left(\bmod E_{p}\right) \text { in } B_{p} \Leftrightarrow \quad \Leftrightarrow \sim f(\bmod E) \text { in } R .
$$

21 Often called simply the Block Decomposition

Proof. $(\Rightarrow)$ Let $e \sim f\left(\bmod E_{p}\right)$, say $e B_{p} g \neq 0$ and $f B_{p} g \neq 0$ where $g \in E_{p}$. As $E_{p} \subseteq E$, we get $e \sim f(\bmod E)$.
$(\Leftarrow)$ Let $e \sim f(\bmod E)$, say $e R h \neq 0$ and $f R h \neq 0$ with $h \in E$. Then:
(i) $h \in B_{p}$. As $h \in E=\cup E_{k}$ we have $h \in E_{q}$ for some $q$. Note that $E_{q} \subseteq B_{q}$. If $q \neq p, e=e^{2} \in E_{q} E_{p} \subseteq B_{q} B_{p}=\left(c_{q} R c_{q}\right)\left(c_{p} R c_{p}\right)=0$, a contradiction. So $q=p$, and $h \in E_{p} \subseteq B_{p}$.
(ii) $e B_{p} h \neq 0$. By the above, $h \in E_{p} \subseteq B_{p}$ so $h=c_{p} h$. Similarly $e=e c_{p}$ so $0 \neq e R h=\left(e c_{p}\right) R\left(c_{p} h\right)=e\left(c_{p} R c_{p}\right) h=e B_{p} h$.
(iii) $f B_{p} h \neq 0$. The proof is similar to (ii).

Now, statements (ii) and (iii) show that $e \sim f\left(\bmod E_{p}\right)$.
Proposition 5.11. Let $R$ be a ring with primitive frame $E$, and $E$-equivalence classes $E_{1}, E_{2}, \ldots, E_{m}$. Fix $p \in\{1,2, \ldots, m\}$ and let $e, f \in E_{p}$.
(a) $e \approx f\left(\bmod E_{p}\right)$ in $B_{p} \Leftrightarrow e \approx f(\bmod E)$ in $R$.
(b) $E_{p}=E \cap B_{p}$ for each $p=1,2, \ldots, m$.

Proof. (a) Let $e \approx f\left(\bmod E_{p}\right)$. By ( $\dagger$ ), and then Lemma 5.10, we have $e \sim g_{1} \sim \cdots \sim g_{t} \sim f\left(\bmod E_{p}\right) \quad$ then $\quad e \sim g_{1} \sim \cdots \sim g_{t} \sim f(\bmod E)$.

So $e \approx f(\bmod E)$ as required. The converse is similar.
(b) We have $E_{p} \subseteq E \cap B_{p}$ because $E_{p} \subseteq E$ by definition, and $E_{p} \subseteq B_{p}$ by Lemma 5.6(a). Conversely, let $e \in E \cap B_{p}$. Then we have $e \in E=\cup_{k} E_{k}$, say $e \in E_{q} \subseteq B_{q}$ for some $q$; we show $q=p$. But if $p \neq q$ then $e=e^{2} \in B_{p} B_{q}=0$, a contradiction. So $q=p$, as required.

## Left Bricks

We now return to the study of QDS rings, and of some "building blocks" that are indecomposable left QDS rings, and which we call left "bricks".

If $R$ is left QDS with a primitive frame $E$, the core of Theorem 5.7 is that the $E$-block-frame $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ lies in the centre $C(R)$ of $R$. Hence we again obtain equation $(\dagger \dagger \dagger)$ :

$$
R \cong B_{1} \times B_{2} \times \cdots \times B_{m} \quad \text { where } c_{p} R c_{p}=B_{p} \text { for each } p
$$

So describing the left QDS rings becomes describing the $E$-blocks $B_{p}$.
Properties of the $E$-blocks $B_{p}$ which will be needed:

1) $B_{p}$ is a corner of $R$ by $(\dagger \dagger \dagger)$.
2) $B_{p}$ is I-finite (as $R$ is I-finite).
3) $B_{p}$ is left QD (by $\mathbf{1}$ ) and Theorem 2.13).
4) $B_{p}$ is left soclin (by 1) and Theorem 4.6).
5) $B_{p}$ is indecomposable as a ring by Theorem 5.7(b).
6) $B_{p}$ has a primitive frame $E_{p}=\left\{f_{1}, f_{2}, \ldots, f_{t}\right\} \subseteq E$ by Lemma 5.6(a) -see Definition 5.5 and Lemma 5.6(a).
7) The $E$-equivalence for $B_{p}$ induced by $E_{p}$ is the restriction of $\approx$ to $E_{p}$ by Proposition 5.11.
8) $f_{k} \approx f_{l}$ for all $k, l$, where $\approx$ is the $E_{p}$-equivalence for $B_{p}$ induced by $E_{p}$ (by Proposition 5.11).
9) Properties 2), 3), 4), and 5) show that each $B_{p}$ is an indecomposable left QDS ring.

Definition 5.12. Let $R$ be a ring with a primitive frame $E$, and let $\approx$ be the $E$-equivalence for $R$.
(a) Call $R$ a left brick if it is an indecomposable left QDS ring and has a primitive, homogeneous $E$-frame.
(b) Here, we call $E$ a homogeneous frame if $f \approx g$ for all $f, g \in E$.

Clearly the frame $\{1\}$ is always homogeneous. But if $e^{2}=e$ then both $e$ and $1-e$ cannot belong to any homogeneous, primitive frame. [ If $e g=(1-e) g$ then $1-2 e=0$, so $g=0$.] The E-blocks in Theorem 5.7 have homogeneous primitive frames by Theorem 5.7(b).

## Example 5.13. Examples of left bricks:

(a) Every $E$-block $B_{p}$ arising as in $(\dagger \dagger \dagger)$ is a left brick by Theorem 5.7. Conversely every left brick $B$ arises in this way (by Theorem 5.7 applied to $R=B$ ).
(b) Every left soclin ring that is not a division ring is a left brick (Example 4.3).
(c) No division ring is a left brick (left bricks are left soclin).
(d) All local rings $R$ with $J(R) \neq 0$ are left bricks.
(e) Every non-soclin, QD domain is a left brick.
(f) All PIDs are bricks.
(g) The semilocal ring $\mathbb{Z}_{(p, q)}$ in Example 3.10 is a brick.
(h) In Example 5.17 below we present a left brick that is not a right brick.

These left bricks will be our chief concern in the sequel. One main reason for this is the following characterization of the left QDS rings.

Proposition 5.14. The following are equivalent for a ring $R$ :
(1) $R$ is a left $Q D S$ ring.
(2) $R$ is a finite direct product of left bricks.

Proof. $(1) \Rightarrow(2)$ Given (1), $(\dagger \dagger \dagger)$ shows that $R \cong B_{1} \times B_{2} \times \cdots \times B_{m}$ where each $B_{p}$ has the following properties:

- $B_{p}$ is an indecomposable left QDS ring by 2), 3), 4), and 5), and
- $B_{p}$ has a homogeneous frame $E_{p}$ by $\mathbf{6}$ ) and Theorem 5.7(b).

That is these $B_{p}$ are all left bricks, proving (2).
$(2) \Rightarrow(1)$ Suppose $R \cong B_{1} \times B_{2} \times \cdots \times B_{m}$ where each $B_{p}$ is a left brick. Then $R$ is: I-finite by 2 ); left QD by $\mathbf{3}$ ), and left soclin by Proposition 4.5.

Of course, the primary goal of this paper is to determine the structure of all I-finite left QD rings. We began this task with the Triangular Theorem (Theorem 3.27-called the first Main Theorem). After incorporating Definition 5.1 of the left soclin rings, this theorem becomes:

A nonzero ring $R$ is I-finite and left QD if and only if $R \cong U T_{n}\left(R_{i} ; V_{i j}\right)$ is generalized upper triangular, where $n \geq 1$ and either
(a) $R_{i}$ is a division ring for each $i=1,2, \ldots, n$; or
(b) $R_{i}$ is a division ring for each $i<n$, and $R_{n} \neq 0$ is a left QDS-ring.

Combining this with Proposition 5.14 yields our second Main Theorem:
Theorem 5.15. Structure Theorem The following conditions are equivalent for a ring $R \neq 0$ :
(1) $R$ is left $Q D$ and I-finite.
(2) $R \cong U T_{n}\left(R_{i} ; V_{i j}\right)$ is generalized upper triangular where $n \geq 1$ and either (a) or (b) holds:
(a) $R_{i}$ is division for each $i=1,2, \ldots, n$; or
(b) $R_{i}$ is division if $i<n$; and $R_{n} \neq 0$ is a finite direct product of left bricks.
Thus, the description of the I-finite, left $Q D$ rings amounts to describing the left bricks.

Here are some related remarks. Suppose $B$ is a left brick $B$ with a primitive, homogeneous, block frame

$$
F=\left\{f_{1}, f_{2}, \ldots, f_{t}\right\}
$$

This leads to a representation of $B$ as a generalized $t \times t$ matrix ring

$$
B \cong \operatorname{end}_{D}\left(D f_{1} \oplus D f_{2} \oplus \cdots \oplus D f_{t}\right) \cong\left[\begin{array}{cccc}
f_{1} B f_{1} & f_{1} B f_{2} & \cdots & f_{1} B f_{t} \\
f_{2} B f_{1} & f_{2} B f_{2} & \cdots & f_{2} B f_{t} \\
\vdots & \vdots & \ddots & \vdots \\
f_{t} B f_{1} & f_{t} B f_{2} & \cdots & f_{t} B f_{t}
\end{array}\right]
$$

Here each $f_{i} B f_{i}$ is indecomposable (as $f_{i}$ is primitive), it is left QD by Theorem 2.13, and the primitive frame $\left\{1, f_{i}\right\}$ is homogeneous ( $1 \sim f_{i}$ because $1 f_{i}=f_{i} f_{i}$ ). Moreover, Example 4.3 shows that each $f_{i} B f_{i}$ is either division or left soclin (not both). It follows that, after relabeling, there exists $k \in \mathbb{Z}$ with $1 \leq k \leq t$ where $f_{1} B f_{1}, \cdots, f_{k} B f_{k}$ are division, and $f_{k+1} B f_{k+1}, \cdots, f_{t} B f_{t}$ are left soclin left bricks.

This combines with the following fact: For $e^{2}=e, f^{2}=f$ in $B$,

$$
e B f \cong \operatorname{hom}_{e R e}(B e, B f) \text { via } a \mapsto \lambda_{a}: R e \rightarrow R f, \text { where } x \lambda_{a}=x a
$$

With this it remains to use the homogeneity of $\approx$ in $B$ to discover more about the structure of the ring in $\left(^{*}\right)$.

Examples of these left soclin left bricks include:

- any I-free left soclin ring that is not division;
- all left QD domains (including all PIDs);
- the semilocal ring $\mathbb{Z}_{(p, q)}$ in Example 3.10; and
- local rings with $J \neq 0$ (the only semiperfect examples).

Question 10. Describe the semiperfect left bricks:-see [13, Theorem 22.6] for the artinian case.

## A left QDS brick that is not a right QDS brick

Lemma 5.16. Let $\Gamma=\left[\begin{array}{cc}R & V \\ 0 & S\end{array}\right]$ be a split-null extension where $R$ and $S$ are both $I$-free. Given $v, w \in V$, use the notations:

$$
\widehat{0}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad \widehat{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad \varepsilon_{v}=\left[\begin{array}{ll}
1 & v \\
0 & 0
\end{array}\right] \text { and } \phi_{w}=\left[\begin{array}{cc}
0 & w \\
0 & 1
\end{array}\right] .
$$

(a) $I(\Gamma)=\left\{\widehat{0}, \widehat{1}, \varepsilon_{v}, \phi_{w}\right\}$ where $v$ and $w$ range independently over $V$.
(b) $\widehat{1}-\varepsilon_{v}=\phi_{(-v)} \quad$ for all $v \in V$.
(c) $\phi_{w} \varepsilon_{v}=\widehat{0} \quad$ for all $v, w \in V$.
(d) $\varepsilon_{v} \phi_{w}=\widehat{0} \Leftrightarrow v+w=0 \quad \Leftrightarrow \quad \phi_{w}=\widehat{1}-\varepsilon_{v}$.
(e) Each $\varepsilon_{v}$ and each $\phi_{w}$ is a primitive idempotent.
(f) The only frames for $\Gamma$ are $\{\hat{1}\},\{\widehat{0}, \widehat{1}\}$, and for some $v \in V$,

$$
\left\{\varepsilon_{v}, \widehat{1}-\varepsilon_{v}\right\}=\left\{\varepsilon_{v}, \phi_{-v}\right\} .
$$

(g) If $V \neq 0$ the frame $\left\{\varepsilon_{v}, \widehat{1}-\varepsilon_{v}\right\}=\left\{\varepsilon_{v}, \phi_{-v}\right\}$ is homogeneous for each $v \in V$.
(h) $\Gamma$ is indecomposable as a ring.

Proof. (a) If $\varepsilon=\left[\begin{array}{ll}e & v \\ 0 & f\end{array}\right]$ in $\Gamma$, then $\varepsilon^{2}=\varepsilon$ if and only if $e^{2}=e, f^{2}=f$ and $e v+v f=v$. As $R$ and $S$ are both I-free then $e=0,1$ in $R$ and $f=0,1$ in $S$. These four cases lead to $I(\Gamma) \subseteq\left\{\widehat{0}, \widehat{1}, \varepsilon_{v}, \phi_{w}\right\}$. The other inclusion is because $\left\{\widehat{0}, \widehat{1}, \varepsilon_{v}\right.$, $\left.\phi_{w}\right\}$ consists of idempotents
(b), (c), and (d) Given (a), these are routine.
(e) Suppose $\lambda^{2}=\lambda \leq \varepsilon_{v}$ where $\lambda \neq \widehat{0}$. Then $\lambda \varepsilon_{v}=\lambda=\varepsilon_{v} \lambda$ and $\lambda \neq \widehat{1}$. So (c) implies $\lambda \neq \phi_{w}$ for all $w \in V$. Hence (a) shows that $\lambda=\varepsilon_{v^{\prime}}$ for some $v^{\prime} \in V$. But then $\varepsilon_{v}$ is primitive because

$$
\lambda=\lambda \varepsilon_{v}=\varepsilon_{v^{\prime}} \varepsilon_{v}=\left[\begin{array}{cc}
1 & v^{\prime} \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
1 & v \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
1 & v \\
0 & 0
\end{array}\right]=\varepsilon_{v}
$$

Turning to $\phi_{w}$, suppose $\mu^{2}=\mu \leq \phi_{w}$ where $\mu \neq \widehat{0}$. Again $\mu \neq \widehat{1}$, and $\mu \neq \varepsilon_{v}$ for all $v \in V$ by (c). So (a) implies that $\mu=\phi_{w^{\prime}}$ with $w^{\prime} \in W$, and so, as required, we obtain

$$
\mu=\phi_{w} \mu=\phi_{w} \phi_{w^{\prime}}=\left[\begin{array}{cc}
0 & w \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
0 & w^{\prime} \\
0 & 1
\end{array}\right]=\left[\begin{array}{cc}
0 & w \\
0 & 1
\end{array}\right]=\phi_{w}
$$

(f) Let $E$ be a frame for $\Gamma$, and assume that both $E \neq\{\hat{1}\}$ and $E \neq\{\widehat{0}, \widehat{1}\}$. Observe that: $\widehat{0} \notin E —$ as $\widehat{0}$ belongs to no frame; and $\widehat{1} \notin E$ as then $E=\{\widehat{1}\}$. Hence, by (a), $E=\left\{\varepsilon_{v_{1}}, \varepsilon_{v_{2}}, \ldots, \phi_{w_{1}}, \phi_{w_{2}}, \ldots\right\}$. But $\varepsilon_{v} \varepsilon_{v^{\prime}} \neq 0$ whenever $v \neq v^{\prime}$, and $\phi_{w} \phi_{w^{\prime}} \neq 0$ when $w \neq w^{\prime}$. It follows that $E=\left\{\varepsilon_{v}, \phi_{w}\right\}$ for some $v, w \in V$. Finally, this means that $\varepsilon_{v}+\phi_{w}=\widehat{1}$, so $\phi_{w}=\widehat{1}-\varepsilon_{v}$ by (b). This proves (f).
(g) We must show that $\varepsilon_{v} \approx \phi_{-v}$; that is we must find $\gamma \in \Gamma$ such that $\varepsilon_{v} \Gamma \gamma \neq 0$ and $\phi_{-v} \Gamma \gamma \neq 0$. It turns out that $\gamma=\phi_{-v}$ does it. Certainly $\phi_{-v} \Gamma \phi_{-v} \neq 0$ as it contains $\phi_{-v} \neq 0$. And $\varepsilon_{v} \Gamma \phi_{-v} \neq 0$ because, if $0 \neq x \in V$ by hypothesis, we have $\varepsilon_{v}\left[\begin{array}{ll}1 & x \\ 0 & 1\end{array}\right] \phi_{-v}=\left[\begin{array}{ll}0 & x \\ 0 & 0\end{array}\right] \neq 0$.
(h) Suppose $\psi^{2}=\psi=\left[\begin{array}{ll}e & z \\ 0 & f\end{array}\right] \in C(\Gamma)$, Then $e^{2}=e, f^{2}=f$, and $z=0$ as $\psi$ commutes with $\left[\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right]$. Then $e \in C(R), f \in C(S)$ and $e v=v f$ for all $v \in R$ as $\psi$ commutes with each $\left[\begin{array}{ll}r & v \\ 0 & s\end{array}\right]$. Moreover, as $R$ and $S$ are both I-free, $\psi$ takes one of the following forms $\left[\begin{array}{ll}0 & x \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}1 & v \\ 0 & 0\end{array}\right],\left[\begin{array}{ll}0 & w \\ 0 & 1\end{array}\right]$ or $\left[\begin{array}{ll}1 & v \\ 0 & 1\end{array}\right]$. But then the fact that $\psi$ is central shows easiy that $\psi=\widehat{0}$ or $\psi=\widehat{1}$, proving (h).

Example 5.17. Let $R=\left\{\left.\left[\begin{array}{ccc}a & b & c \\ 0 & a & 0 \\ 0 & 0 & d\end{array}\right] \right\rvert\, a, b, c, d \in D\right\}$ from Example 4.9, where $D$ is division ring. Then $R$ is a left QDS brick that is not a right QDS brick.

Proof. Clearly $R=\left[\begin{array}{ll}S & V \\ 0 & D\end{array}\right]$ is the split-null extension of the local ring $S=$ $\left\{\left.\left[\begin{array}{ll}a & b \\ 0 & a\end{array}\right] \right\rvert\, a, b \in D\right\}$ and the division ring $D$ over the bimodule ${ }_{S} V_{D}=\left[\begin{array}{l}D \\ 0\end{array}\right]$. Since both $S$ and $D$ are I-free, Lemma 5.16 applies to $R$. Hence we conclude:

- $R$ is a QD ring by Example 4.9(a).
- $R$ is left soclin by Example 4.9(c).
- $R$ has a primitive, homogeneous frame by Lemma 5.16(e) and 5.16(g).
- $R$ is indecomposable as a ring by Lemma 5.16(h).

Hence $R$ is a left QDS brick by Definition 5.12. But $R$ is not right soclin, again by Example 4.9(c), so it is not a right QDS brick. This completes the proof.
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## References

[1] F. W. Anderson and K. R. Fuller, Rings and Categories of Modules, Second Edition, Springer-Verlag, New York, 1992.
[2] R. Brauer, Harvard Lectures on the Wedderburn Theorems, 1950.
[3] W. Burgess and W. Stephenson, Rings all of whose Pierce stalks are local, Canad. Math. Bull., 22(2) (1979), 159-164.
[4] V. P. Camillo and H.-P. Yu, Exchange rings, units and idempotents, Comm. Algebra, 22(12) (1994), 4737-4749.
[5] P. Crawley and B. Jónsson, Refinements for infinite direct decompositions of algebraic systems, Pacific J. Math., 14 (1964), 797-855.
[6] M. P. Drazin, Rings with central idempotent or nilpotent elements, Proc. Edinburgh Math. Soc., 9 (1958), 157-165.
[7] E. H. Feller, Properties of primary noncommutative rings, Trans. Amer. Math. Soc., 89 (1958), 79-91.
[8] K. R. Goodearl, Ring Theory, Nonsingular Rings and Modules, Marcel Dekker, Inc., New York-Basel, 1976.
[9] C. Huh, S. H. Jang, C. O. Kim and Y. Lee, Rings whose maximal one-sided ideals are two-sided, Bull. Korean Math. Soc., 39(3) (2002), 411-422.
[10] N. Jacobson, Some remarks on one-sided inverses, Proc. Amer. Math. Soc., 1 (1950), 352-355.
[11] C. O. Kim, H. K. Kim and S. H. Jang, A study on quasi-duo rings, Bull. Korean Math. Soc., 36 (1999), 579-588.
[12] N. K. Kim and Y. Lee, On right quasi-duo rings which are П-regular, Bull. Korean Math. Soc., 37 (2000), 217-227.
[13] T. Y. Lam, A First Course in Noncommutative Rings, Springer-Verlag, New York, 1991.
[14] T. Y. Lam and A. S. Dugas, Quasi-duo rings and stable range descent, J. Pure Appl. Algebra, 195 (2005), 243-259.
[15] J. C. McConnell and J. C. Robson, Noncommutative Noetherian Rings, John Wiley \& Sons, Ltd., Chichester, 1987.
[16] W. K. Nicholson, Lifting idempotents and exchange rings, Trans. Amer. Math. Soc., 229 (1977), 269-278.
[17] W. K. Nicholson, Very semisimple modules, Amer. Math. Monthly, 104(2) (1997), 159-162.
[18] W. K. Nicholson and E. Sánchez Campos, Rings with the dual of the isomorphism theorem, J. Algebra, 271 (2004), 391-406.
[19] W. K. Nicholson and M. F. Yousif, Quasi-Frobenius Rings, Cambridge Tracts in Mathematics, 158, Cambridge University Press, Cambridge, 2003.
[20] L. Rowen, Ring Theory, Volume I, Academic Press, Inc., Boston, MA, 1988.
[21] J. C. Shepherdson, Inverses and zero-divisors in matrix rings, Proc. London Math. Soc., (3)1 (1951), 71-85.
[22] R. Warfield, Exchange rings and decompositions of modules, Math. Ann., 199 (1972), 31-36.
[23] H.-P. Yu, On quasi-duo rings, Glasgow Math. J., 37 (1995), 21-31.

Ayman M. A. Horoub and W. K. Nicholson (Corresponding Author)
Department of Mathematics
University of Calgary
Calgary, Canada T2N 1N4
e-mails: ayman.horoub@ucalgary.ca (A. M. A. Horoub)
wknichol@ucalgary.ca (W. K. Nicholson)


[^0]:    1 Also called orthogonally finite.

[^1]:    4 Also called Dedekind finite.
    $5 \quad M_{2}\left(\mathbb{Z}_{2}\right)$ is directly finite and exchange, but it is not left QD.

[^2]:    6 This term was introduced in 1968 by Kaplansky in his "Rings of Operators". In view of the usage in group theory, a better term would be Abel, Drazin [6], 1958.

[^3]:    $9 \quad$ In fact $\mathrm{r}(J)=J$ because $J$ is nilpotent,

[^4]:    11 This shows that $R$ is a basic semiperfect ring [13, Definition 25.5].

[^5]:    $13 \quad R$ semiperfect in this case.
    $14 \quad T \neq 0$ because $S_{l}(0)=0=J(0)$.

[^6]:    17 The nonzero idempotents in $A_{2}$ are $\phi_{q}=\left[\begin{array}{lll}1 & 0 & q \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right], q \in D$, and $\phi_{q} R=A_{2}$.

[^7]:    18 This is usually called the block equivalence for $R$ induced by $E$.

